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Trash Lock Trash Baeg Eject

Waste Management Schematic
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Waste Management Collection
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Urine Collection and Sampling Equipment

Waste Management Subsystem Debris Collection Bag
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Daily Urine Volume (Mechenical vs LI Analysis) -
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SECTION 3 - RELIABILITY PROGRAM

3.1

OBJECTIVE AND METHODOLOGY - The principle objectives of the MDAC Orbital

Workshop (OWS) Reliability Program were to provide assurance that:

o System designs contained maximum inherent reliability consistent

with Skylab (SL) program requirements and constraints;

o The as-built hardware retained its inherent design reliability;
o The OWS provided a reliable interface with other SL modules and/or ;
equipment.

To attain these objectives a methodology was formulated premised on
Apollo Applications Reliability and Quality Assurance Program Plan
{NASA Document NHB 5300.5), Formal Reliability Program Plan, Saturn
S-IVB System (MDAC Document SM-L6863A) and other MDAC prior

program experience. The subsequent formulation of this methodology
culminated in the Orbital Workshop Reliability Program Plan (MDAC
Document DAC 56701A) which was prepared for the NASA under Contract :
NAS9-6555, Schedule II and submitted under MSFC-DRL-1Tl, Line Item

No. GO3.

The MDAC Reliability Program for OWS provided guidance, disciplines,

and assessment appliei to all phases, from design thrcough test and
delivery, to achieve a high auality, reliable, and safe OWS. MDAC organized
the Skylab/Orbital Workshop (SL/OWS) Program in a manner that assured

that reliability, quality, and safety requirements were determined and
satisfied throughout all phases of contract performance. The salient
<eature of this program was an integrated engineering effort among

the technology disciplines of Effectiveness (Reliability, System Safety
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and Maintainability), Design, Crew Systems and Logistics Support.
The following paragraphs describe these interrelated functions and
activities that enhanced the successful achievement of the Skylab

mission. Figure 3.1-1 displays the interrelationship of these functions.

RELIABILITY - The Reliability Program was designed to assure delivery

of a reliable system capable of successfully performing the planned

OWS mission. The basic approach was to concentrate attention on hardware
items critical to crew safety, mission success or launch operations.

Table 3.2-1 presents the Reliability Program functions for the three basic

development phases. Table 3.2-2 presents a list of criticality categories.

The following paragraphs briefly describe the various reliability

program tasks and associated items that comprised the OWS reliability

effort.

System Reliability Analysis - The basic analytical effort was the Fail-

ure Mode and Effect Analysis (FMEA). The FMEA for all mission phases
used MSFC Drawing 10M30111A, Parts I and II, as a guideline except that
all analyses were done on a single failure effect rather than & multi-
failure effect basis. However, functions that were not critical single
failure points only because of redundancy were identified and included

in the dccumentation. Certain groundrules, as follows, applied to the

preparation of the FMEA:

o MSFC Document IN-P&VE-V-6T7-6 was used as a guideline for GSE

aralysis. One major exception was that.the :nalysis began at

rollout rather than at T-24 hours.

o The analysis normally, progressed to the replaceable component

level. However, if the occurrence of a component 's failure mode

3-2
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TABLE 3.2-1
RELIABILITY PROGRAM ¥unCTIONS BY DEVELOPMENT PHASE

Development Phase Reliability Program Function(s)

Conceptusal Design Preliminary Failure Modes and Effects
Analysis (FMEA)

Reliability trade-off s*udies

Internal Design Reviews (IDR's)

Detail Design Updated FMEA's, Criticelity Analyses
(CA's), establishment of Mission/Safety
Critical items (M/SCI), and establish-
ment of Critical Components List (CCL)
and Retention Rationale.

Workshop Design Review (WDR)

Supplier reliability requirements
Drawing and specification approval
Parts and materials usage control
Production, Test, and Test and assessment document, component
Operational Use acceptance status, and certificate of

component acceptance

Test procedure approval, test monitoring,
and test report approval

Review of failure reports, failure
analyses and corrective action

Engineering Change Proposal (ECP) and
drawving c.ange approval
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TABLE 3.2-2
CRITICALITY CATEGORIES

General
Category

Failure Description

SFP
Category|

1

2B

Single failures of flight hardware which could
result in loss of human life or incapacitating

injury.

Failures of redundant or backup flight hardware
which exposes a single failure point, the subsequent
failure of which would be categorized "1."

Single failures of flight hardware which could
result in loss of mission or inability to achieve
other primary mission objectives but would not
create conditions hazardous to the safety of the
astronauts.

Failures of redundant or backup flight hardware
vhich exposes a single failure point, the subsequent
failure of whick would be categorized "2."

Failure of flight equipment which could cause a
launch reschedule.

Failures of MDAC supplied GSE which interfaces with
crew life support functions or system functions
during countdown and launch which could create
hazardous conditions adverse to the safety of the
ground/flight crew or the vehicle.

Failures of MDAC supplied GSE which interfaces with
crev life support functions or system functions
during countdown and launch which could either
result in an inability to achieve primary mission
objectives or csuse a launch reschedule.

All other functional failures.

2B

NOTE: Criticality category is based on the effect of the observed failure
without knowledge of tle cause., The failure must be considered to

occur randomly. Categorization is based on a "worst case"
of the failed configuration and also of any similarly constructed
configurations subject to the same mode.

analysis
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would have created a crew safety hazard or lead to an orbital
mission abort and a contingency procedure was not available or
planned, the FMEA was extended downward until those circuits/

parts which were the lowest level SFP's were identified.

A schematic and logic block diagram accompanied the FMEA to
identify the subsystem components, their function, their depen-
dencies and their input-output requirements. Each function was

analyzed for the following failure modes and their impact on the

system.

A. Premature operation
B. Failure to operate at prescribed time
C. Fajlure to cease operation at prescribed tire

D. Faijilure during operation

Prelaunch operations were analyzed to identify those failures
of OWS ecuipment not detectable on the ground which would have
resulted in a mission loss after launch. The possibility of

eliminating these conditions if identified was investigated.

Identification of Single Failure Points - A single failure point
(SFP) was defined as a single item of hardware whose failure
would have adversely affected crew safety or resulted in loss of
OWS mission or primary mission objectives. Structural membdbers
vhich performed no function other than to provide structural
integrity were excluded. Certain ground rules were established
for determining whether or not specific failure modes were to be

classified as SFP's, These were as follows:

P O N
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1/ A failure mode was not an SFP if either of the following

conditions existed:

a. Redundancy was available vhere two or more independent
failures must occur before a critical effect results.
Redundancy was defined as two or more elements available
to provide the same function, either simultaneously
(active) or by selection through automatic or manual
switching (standby) by ground command or astronaut
actions. When simple redundancy (only two elements
to perform a given function) existed where otherwise
the function would be a critical SFP, the FMEA contained
the effec: of failure, both with and without the redun-

dancy.

b. A backup was available ‘o accompli:h the required func-
tion. A backup was defined as a contingency procedure
available for use which required unscheduled astronaut
actions (other than simple manual switchover) to render
the system to an acceptable condition for use. Use of

orbital spares was included.

2/ Loss of any or all experiments data was nou considered critical,
Loss of any other data was considered critical only if the data

wvas mandatory for continuing the Skyladb mission.

3/ Leakage failures resulting in loss of OWS atmosphere overboard
wvere categorized as possible mission loss if the maximum
leakage rate caused a loss greater than five pounds per day

with all other leakage paths within limits. If the maximum
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leakage rate was sufficient to cause the Caution and Warning
System to be energized, the failure was categorized as a

crev hazard.

4/ A failure in the Solar Array System (SAS) must have reduced
available electrical power more than 12-1/2 percent to have

been classified as an SFP.

5/ lLoss of one rafrigeration loop, loss of one heating and vent-
ilation duct and one electrical bus out were not considered
to result in loss of mission and thus any single failure

causing one of these conditions was not classified as critical.

Identification of Launch Critical Components - A Launch Critical
Component (LCC) was defined as a component not classified as an SFP,
but whose failure during launch pad operations would have resulted
in a launch reschedule. A lasunch reschedule was defined as a delay
of sufficient duration to require detanking of propellants and re--
tanking to a new countdown sequence. LCC's met the following

criteria:
1/ Functions actually operating prior to launch.

2/ Detection capability existed. This information was stated

with detection method and measurement number if applicable.

3/ Only tlose failures which would have caused a launch reschedule
(detank and retank) were to be included. Launch delay items

were excluded.

Caution and Warning System Analysis - The Caution and Warning

i aER e S W
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(c&W) System was analyzed to identify those safety and hazard
monitoring system components which, if individually did not function
as required, i.e., positively indicating a failure in the operating

system being monitored, would have caused a crew hazard.

Critical Redundant/Backup Components - During the performance of
the FMEA, components which, if it were not for redundancy or avail-
ability of a backup means to perform their function, would have
veen an SFP were identified. Single redundancy only was considered.
If two or more unrelated failures were required before a critical

SFP was created, the component did not receive this classification.

Contingency Analysis - Concurrent with the preparation of the FMEA

& contingency analynsis was implemented. This analysis identified
those contingency actions available to the astronauts to implement
in the event hardware malfunctions occurred. This was essentially

a feedback operation, vwhere the FMEA identified the need for a
contingency procedure and when the yrocedure was created and the
facilities planned for its performance, the failure mode in the FMEA
was downgraded to its ultimate effect on the system. In this manner,
the final critical SFP list contained those failure modes which
represented a degree of risk because they were still contained in

the system.

Risk Acceptance Rationale - A statement justifying acceptance of
the associated risk was prepared for the following hardware after

application of the contingency analysis described above:

1/ SFP's with a criticality category of 1 or 2. The design goal

was to eliminate, if at all practicable, all Category 1 SFP's.
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2/ Launch Critical Components with a criticality category of 2B.
3/ GSE with a criticality category of A or B.

4/ Caution and Warning System Components identified as described
in Paragraph C. above. There is no SFP criticality category
for these components because by definition they were not SFP's
for the total OWS system. They were, however, SFP's 1or the
C&W system itself. These components complied with Criticality
Category 1S as defined in Annex A of MSFC Program Directive

MPD 8020.4, dated 16 July 1970.

Criticality Analysis -~ A Criticality Analysis was performed for all
criticality 1, 2, and A SFP's and criticality B SFP's affecting
primary mission objectives. This analysis used the factors con-

tained in MSFC Drawing 10M30111A and IN-P&VE-67.6.

These factoys were used to determine a Criticality Number (CN) for
each SFP. Criticality, in this connotation, was that portion of
the unreliability of an SFP associated with its failure mode which
could have resulted in crew hazard, mission loss or primary mission
objectives loss. The CN itself, represents the expected number of
failures attributed to the SFP in one million mission attempts. If
a given SFP could have resulted in more than one of these effects,

a separate CN was computed for each SFP for each resulting effect.

Criticality Ranking - Criticality ranking was done to provide a
convenient comparison of SFP's for their respective contributions
toward crew/mission/primary objective loss. In the comparison,

it vas important to treat criticality numbers relatively rather

3-10
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than by actual quantitative values. The value of the ranking was
that it identified the areas where the most unreliability existed

as a guide to product improvement design efforts.

Government Furnished Property (GFP) and Experiment Data - The OWS
FMEA and criticality analysis considered Government Furnished
Property, including OWS corollary experiments. The Contractor
included the analysis of GFP to the same depth and to the same
criteria and groundrules as Contractor furnished equipment providing

the necessary data was made available to the Contractor by NASA/MSFC.

Mission/Safety Critical Items (M/SCI) - The main objJective of the
analytical reliability task described in this section was to identify
those items of hardware critical to the OWS mission and eliminate
them or minimize their impact through the design and contingency
action process. The associated risk for those remaining must be
accepted. To help provide justification for this acceptance, a
M/SCI 1ist was created such that these critical items could receive
special program disciplines during the design review, production,
test, assembly and checkout phases of the program. The following

groundrules applied:

1/ The M/SCI list contained all SFP's of Category 1, 2, A or B.
The list also included SFP's having a criticality of 2B at
the discretion of technical management. Non-SFP's were also
included if they performed essential functions (though not .:
critical), were advanced designs pushing the state-of-the-art, |
could have caused some degree of crew discomfort, or were in

the more critical redundant systems. With this selectivity,
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these special program disciplines were imposed In a cost

effective manuer.

2/ The M/SCI was normally at the replaceable component level.
The level was higher or lower, however, if more convenient and

did not prevent the implementation of the necessary disciplines.
3/ Eiectrical cables and piping runs were excluded.

%4/ Structural items having no function other than providing

structural integrity were excluded.

The M/SCI list was maintained internally by the Contractor as a
Design Requirements Drawing. Additions or deletions to the 1list

were made by Reliability Engineering to continually reflect the

latest FMEA.

Design Support ~ Premised on the output <f the system reliability ana-

lysis effort, Reliability Engineering provided support to the design

technologies in the generation of criteria and guidelines aecessary to

the development of a safe and reliable OWS.

A.

Orbital Maintainability/Maintenance Evaluation - The analytical
effort described in Paragraph 3.2.1 was used as a tool to determine
what hardware items should have maintainability provisions as a
design criteria and vhat maintenance provisions should be available
to the astronaut to maximize their presence in order to attain a
successful and non-hazardous mission. The feasibility or providing
useful orbitil muintenance was enhanced by the presence of the

Caution and Warning System.
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The maintainability/maintenance task was a joint effort among
Reliability Engineering, Crew Systems, Logistics Support and the
Design Technologies. The effectiveness engineesring support of

this effort included the follcwing tasks:

1/ Identification of M/SCI's offering potential for improved

mission capability through orbital maintenance.

2/ 1Identification of critical failure modes correctable through

orbital maintenance.

3/ Assurance that maintainability as a design criteria was im-
plemented through the design review process and day-to-day

communication with designers.

These recommendations for orbital maintenance and the design fea-
tures provided to accommodate this orbital maintenance were used

to:
o Establish in-orbit spares requirements.
0 Establish the tools required for performing orbital maintenance.

o Assist in the preparation of crew contingency procedures which

utilized this orbital maintenance capability.

Parts and Materials Program - The Contractor implemented a parts
and materials program for the selection, control, and apilication
review of parts and materials for items used in the OWS. Selection
of electronic and electro-mechanical parts and materials for the
OWS was based on proven capability of each part and material for

its application. It was the Contractor's goal to minimize and
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control the existing number of parts and material types through

the selection and subsequent design review process.

Where adequate specifications for parts and materials did not
exist, the Contractor prepared them. These specifications were
responsive to the requirements which resulted in a reliable system.
These requirements were imposed in the form of readily measurable

values which included:

0 Dimensional requirements

o0 Performance requirements

0 Quality assurance requirements (inspection and production

acceptance functional testing)

o Special screening requirements which may include x-ray, seal

lesk tests, burn-in cycling
o Manufacturing process restrictions or special controls
0 Toxicity and/or flummability requirements

0 Protective packaging

The adequacy of existing parts and materials test data were rev-
iewed to assure that development and qualification testing was
performed under environmental conditions equal to or more severe
than anticipated in OWS applications. Test deta were reviewed to
assure that performance requirements and failure criteria were
also applicable to those in planned OWS usage. Where adequate
data was no%t available, the Contractor designed and conducted

tests to provide the necessary data.
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C. varts Usage Control (Approved Parts List)

1/ MDAC Fabricated Items - An Approved Parts List (APL) was pre-

2/

pared utilizing the data derived from prior programs, parts
applicaticn studies and testing. This APL governed parts
application for MDAC fabricated flight and GSE items. It
contained those parts specifications defined in paragraph B.
vhich required that MDAC fabricated items contain screened
electrical, electronic and electro-mechanical parts to insure

maximum use reliability.

Supplier Procured Items - Supplier procured items (higher
than the part level) had the following parts usage controls

imposed.

a. On all flight items, the procurement documentstion
required that each supplier submit a complete parts list,
including his procurement specifications, to MDAC for
review snd avproval. Changes thereto were subject to prior

MDAC approval. The order of precedence was defined.

b. On all applicable supplier procured M/SCI's and selected
supplier procured non-M/SCI's (both above the par: level),
a specification was imposed which contained requirements
for selection, environmental screening and testing, quality
assurance documentation and evaluation o the electrical,
electronic and electromechanical parts to be used., This
requirament applied to lower tier suppliers down to the

part level.

e
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D.

Parts Derating Requirements

1/ MDAC Fabricated Items - Electrical, electronic and electro-
mechanical parts used ir MDAC fabricated flight hardware items
vere derated in accordance with established guidelines as re-

quired to achieve the long life capability of the OWS system.

2/ Supplier Procured Items -~ Selected supplier procured items,
basically those containing electrical, electronic and electro-
mechanical parts, had derating requirements imposed in that
the derating criteria used by the supplier was subject to review
and approval by MDAC. Items included in this parts derating
effort included but was not limited to M/SCI's. The selection
was made on a cost-effective basis considering past parts
problems encountered in the Saturn/Apollo Program and the con-

trols necessary to prevent their recurrence.

Design Review Program - The Design Review Program for the OWS was
comprehensive and included several types of reviews depending upon
the level of presentation and point in the development cycle. The
program included informal reviews within the design technologies,
formal design reviews by a single review board and the basic
drawing release system which ensured review and approval by
appropriate technologies and agencies during Arawing release. The
timing of design reviews and the drawing release system are depict-
ed in Figure 3.2.2-1. Informal design reviews were heid at the drawing
board and the branch level to resolve component and subsystem
design problems so that alternate approaches could be evaluated.
Formal design reviews were conducted at the system level to ensure

that the system met design and performance requirements. The
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formal design reviews were of two types:

1/

2/

Internal Design Review (IDR) - An IDR was a review of the
conceptual design following the NASA Preliminary Requirements
Review (PRR) and prior to a Preliminary Design Review (PDR)
with NASA. This review was held during preliminary design
development to ensure in house coordination between the tech-

nologies and the program offices (e.g., Design Office, Project,

Quality Assurance).

Workshop Design Review (WDR) - A WDR was a review of the final
design as depicted on engineering drawings. This type of
review was ueld following the PDR and preceding the Critical
Design Review (CDR) with NASA, and at a time when substantial
numbers of production drawings were available. The review
ensured coordination between the technologies at the detail
level and ensured that production designs met PDR updated
requirements. The design reviews were conducted by the Contrac-
tor on each OWS system. These reviews considered the design,
system requirements, engineering analyses, reliability, crew
safety, crew interfaces, systems interfaces, maintainability,
spares provisioning, materials and processes, test data,
producibility, and quality assurance provisions. During thé
review, presentations were made to a formally constituted
Design Review Board whose membership possessed the technical
capability and authority in the aforementioned review consid-
eration areas. Some of the major objectives of the Design
Review Board deliberations included elimination of SFP's,
changing failure categories, and minimizing the attendant risks

of M/SCI's. Documentation of the reviews included decisions
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and agreements, any action items, and assignments.

A large part of the supporting documentation for the review was
obtained from FMEA's, specification reviews and parts and materials

rrogram activities.

Design Specification Review - Reliability Engineering reviewed and
approved all M/SCI design specifications and drawings to assure
that they included necessary provisions for reliability, maintain-
ability and crew safety. This was in addition ©o a review by other
analytical agencies for consideration of predicted enviromments,
operating loads and safety margins (derating factors). The check

list for this revies covered:

o Proper reliability requirements specification callout

o Proper operating enviromments specified

o Output performance specified and compatible with the FMEA

0 Adequate test requirements and test data documentation.

Revisions to these specifications and drawings in the form of
Engineering Orders (EO's) were also reviewed and approved to assure

maintenance of the rejuired design integrity.

Engineering Change Proposal (ECP) Review ~ All ECP'c were reviewed
to the maximum extent possible with the design dcfinition existing
at the time of review. The following points were covered in this

review.

o Effect on criticality
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o Effect >n single failure poin%s

o Effect on systems safety

o Effect on redline parameters

After ECP approval, additional Reliability Engineering analysis
was accomplished to the point of design release to support the

design drawing and specification approval function.

Supplier Reliability Requirements - Procurement documentation for
M/SCI's required that the supplier plan and implement an engineer-
ing reliability discipline which influenced the inhouse design
process in the same manner as if this work was done within MDAC.
The suppliers were required to selectively provide the following
data as evidence of their analytical engineering reliability

activity.

0 A program plan containing such elements as organization,

task descriptions and schedules

o A Failure Modes Cause Analysis

o Fajilure Mode Probability

o Specific design measures taken to minimize the probability

of occurrence of these failure modes

© A Joint MDAC-supplier design review to critique the suppliers
design drawings and specifications. Test data and provisions

for orbital repair/replacement.

Certain M/SCI items did not require all of the elements described
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above. Therefore, the requirements imposed on each M/SCI supplier

was tailored to meet the need for the item being supplied.

Productior and Test Support - The primary reliability effort in support

of production and test was aimed at assuring that the as-built hardware

attained and retained its inherent design reliability. In accomplish-

ing this goal, Reliability actively participated in the functions

described in this section.

A. Review of Test Plans, Requirements, Procedures and Reports -
Reliability Engineering reviewed and approved all Mission/lafety
Critical Items (M/SCI) Specification Control Drawings (SCD), Test
Control Drawings (TCD), Test Procedure Drawings (TPD), MDAC and
Subcontractor Test Plans, Production Acceptance Test Requirements
Drawings (PATRD), Production Acceptance Test Procedures (PATP),

test reports, and changes thereto,

The SCD, TCD, and PATRD were drawings originated by the cognizant
Design Technologies to specify verification of design requirements
by testing. The TPD, APTP, and Subcontractor Test Plans, were
dravings originated by agencies outside of Design Engineering,
wvhich reflected the procedures used to meet the requirements of

the engineering drawings.

Reliability participated in the definition, formulation and
approval of these drawings for the purpose of assuring that the
design and conduct of the test established t} suaceptibility to

critical failure modes.

B. Electronic Module Screening - Reliability, early in the OWS Program
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conducted an investigation to determine if, based on previous
program experience, environmental screening of electhronic
modu’es would be beneficial and cost effective and if

s0 what selection criteria should be used. The results of this
investigation were affirmative and led to the development of
Product Acceptance Test Requirements drawing Vehicle Circuit

Modules Screening (1B79368).

The affirmative recommendation for inclusion of post manufactur-
ing controlled screening tests on selected electrical/electronic

modules was based on the following rationale:

1. An investigation of SIVB Electrical Hardware Supplementary
Failure Analyses disclosed approximately 10 percent of module
functional anomalies occurred after the module post-encapsul-
ation Production Acceptance Test {PAT). This test customarily

does not include environmental tests.

2. Reliability of the module would be increased by reducing the
portion of the overall module failure rate attributed to

fabrication-induced anomalies.

3. Extended operational requirements of the Orbital Workshop
(OWS) necessitated every effort be made to eliminate infant

mortalility prior to module operation.

4. Other studies showed additional corrective action, other
than upgrading workmanship and inspection techniques was

needed.

Each module was considered independently to determine what post-
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manufacturing screening tests the module would be subjected to,

e.g., thermal-cycling, operetion turn-in, low-level vibration

etc. Determining factors in this decision were:
1. Complexity of the moduie.

2. Type of piece parts contained in the module and the type

internal structure, i.e., P.C. boards, I1.C.'s etc.
3. Function of module in the OWS.

The basic investigation consisted of research of SIVB Supple-

-

of

mentary Failure Analysis (SFA) files. Of the 173 electrical SFA's

in the file, 18 functional anomalies met all of the following

conditions:

1. Failures occurred after the module final PAT, i.e., in the

system, on the stage.

2. Use of a screened piece part would not have precluded the

failures occurring.

3. The anomaly would have been detected by a controlled screen-

ing test of the module.

L., Past corrective actions were primarily related to the areas

of manufacturing and inspection.

Thus, the research disclosed approximately 10 percent of those

electrical SFA's reviewed were performed on modules that contained

either design or fabrication anomalies that would have been

detected by controlled screening tests. Those anomalies consisted

3-23
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of:
1. Missed or inadequate welds.
2. Poor solder Joints.

3. Handling damage to a piece part during the next assembly

fabrication.
4, Wrong value piece part installed.
5. Piece part misinstalled (i.e., wrong polarity of capacitor).

6. Installation damage to a piece part during next assembly

fabrication that was compounded by eancapsulation stresses.
7. Marginal design.

Since reliability of a module is determined by the failure rates
of the internal piece parts, design plus derating practices, and
fabrication induced anomalies it was concluded that the relia-
bility of the module would be increased in all tlre= areas if con-
trolled screening tests were performed on the module. The most
significant improvement was in the area of fabrication-induced
anomalies. The second most significant improvement wvas in the

design and derating area.

The research also showed that since more complex modules are most
susceptible to fabrication-induced amnomalies and certain piece
parts are more susceptible to fabrication-induced damage, all
modules should not have screening tests. Also. the modules sel-

ected need not have all screen tests performed on them. This was
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dependent on complexity and the internal piece parts.

Loose Particle Detection Test (LPDT) - A loose particle detection
test (LPDT) was imposed on selected electrical/electronic compon-
ents used on OWS. This test was imposed at the component PAT
level with the purpose of increasing overall -system reliability.
Components subjected to the test were relays and certain semi-
conductors. Basis for the selection was past failure history

from the SIVB program on similar components and engineering
Judgement. The test consisted of acoustically monitoring the
component while it is being vibrated sinusoidally at 20 Hz and 2g's.
The program was considered highly successful. No particle related
failures occurred in any of the screened components after install-

ation into a next higher assembly.

Hardware Acceptability ~ Early in the OWS Program, it became
apparent that hardware acceptability and veritication would require
special attention. This was due primarily to two main reasons,
both of which were premised on cost effectiveness. One was that
hardware that had been qualified on previous NASA programs would
be utilized where ever possibvle. The second was that for the most
part when testing was accomplished it would not attempt to qualify

the hardware for the full duraticn SL mission.

This concept, while reducing development and qualification testing,
did not however reduce the requirements to verify and validate

the acceptability of all flight critical hardware. In attempting
to define these requirements it was deemed necessary to establish

two major categories for hardware qualification; test and/or
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assessment. This led naturally to the need for a single reference
source which became known as the Test and Assessment Docurent

(TAD).

The Test and Assessment Document (TAD) was a formal compilation

of Contractor/Customer agreed to requirements for equipment accep-
tability. The TAD contained, for each applicable item, design and
mission requirements in terms of exposed enviromments and stresses
with the associated levels for each specific application. The TAD
also included the verification method (test and/or assessment)
which was to be employed to satisfy equipment acceptability in
meeting the requirements. Where test was the verification method,
the TAD iterated the specific test line item to be used to satisfy
each requirement. Where assessment was the verification method
the TAD provided rigorous rationale, contained therein or by ref-
erence to other accepted documentation, in terms of analyses, prior
use in similar applications, and/or test documentation from other

sources to show the equipment met each requirement.

Certification that the hardware had indeed met the requirement
defined in the TAD became the function of the Certificate of
Component Acceptance (CCA). Throughout the development phase the
CCA was published monthly as a status report referred to as the
Component Acceptance Status (CAS). Upon completion of testing
and/or assessment of a given item the CCA was submitted to NASA/
MSFC for signature approval that that particular item was indeed

qualified and acceptable for the OWS,

The CCA was a multi-section document consisting of configuration
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history, test history, failure history and the certificate itself.
The configuration history defined changes from the baseline reviewed
during TAD negotiations. The test history, if applicable, defined
the test line items being conducted, their status, the configuration
under test, and the difference between the test and flight config-
uration. The failure history described the nature of all failures
and their subsequent resolution and/or corrective action. The
certificate section identified the mandatory flight configuration,
the methods of qualification (test and/or assessment), applicable
procedures and specifications including other pertinent documen-
tation which supported TAD requirements. The certificate also
provided for MDAC Design and Reliability Engineering signature

ar»roval in addition to NASA/MSFC Desigr and R-Qual.

Non-Conformance Reporting, Analysis and Corrective Action Control -
A maximum effort was maintained throughcut the OWS design, develop-
ment, and production phases to provide management visitility and
control of all non-conformances, failure analysis, and corrective
actions. This section discusses the general sysiem and techniques

employed to this end.

Quality Assurance was responsible for the detection and reporting
of non-conforming material. Upon detection, all nonconforming
material was promptly removed from the system and impounded for

disposition and completion of the non-conformance report.

NOTE: The system provided control through Failure and KRejection
Report Supplements (FRR Supplements), and Test Problem

Reports (TPR's) where immediate removal of nonconforming
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material was neither desiralt'le nor rractical. Such
circumstances nften arcse during Wualification Testing

and Checkout.

Quality A=surance utilized three basic documents to report non-
conformances. i.e., Insvection Item Cheet (117), Failure Report
(FR) a1.d the Discrenancy Peport (DR). The IIS was used to report
temoorary nonconformances and to disrmeositicn items which had ex-
ceeded their age/life limits. The 1IS§ was initiated to authorize
removal and replacement of nonconforming removatle details/
assemblies. or to authorize troubleshooting during acceptance
testing, systems/subsystem test or checkout. Where a problem

could be eliminatea Ly allowable adiustment, the 118 was used.

The FR was used to report functional nonconformances occuring during
gualification test, acceptance test and/or normal operation. The
DR was used to report nonconformences such as dimensional discrep-
ancies, improper processing and physical discrepancies (non-func-

tional).

As defined, both the IIS and DR imply for the most part minor
discrepancy categories, As such, these items were routinely
dispositioned throurh the Material Review Poard (MRB). The non-
conformances which fell into the FR category rresented a far greater
potential of overall program impact and were considered priority
orie. Upon detection and initiation of an FR, Quality Assurance
notified Development Engineering (DE) of the problem. DE immed-
iately initiated a rreliminary analyeis and investipgation of the

reported problem. The chronology of this investigation generally
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followed the following format. Determination of the failure mode.
and effect if the reported problem had occurred during launch count-~
down and/or during flight. A record search for any previous

similar or like failures. It was policy to require as a minimum

an FRR Supplement for all failures vwhose effect could jeopardize
personnel safety, Missior and or Vehicle launch. The preliminary
investigation by DE normally included hardware retest prior to
removal, supplemental tests (within operational spec) for additional

date points and analysis of all performance data.

The FRR Supplement was an engineering initiated document defining
failure history, failure effect, the preliminary investigative

data (previous and current) and a cause conclusion. The primary
purpose of the FRR Supplement was to provide a comprehensive data
base in determining Supplemental Failure Analysis (SFA) require-
ments. The FRR Supplement therefore presented the total operational
and performance history to program management, and Quality Assur-
ance for their concurrence with engineering's SFA recommendation.
Where this documentation revealed the cause of failure, no SFA

was recommended, where the data failed to indicate the problem

cause conclusively, an SFA was recommendesd.

Upon review and approval of the FRR Supplement recommendations

by program management, the disposition of the failed hardware was
reflected on the FR. In either case the FRR Supplement was attach-
ed and became a permanent part of the FR. Where data indicated
the cause of the problem the FR was completed, indicating cause
and corrective action to prevent recurrence and was submitted to

the customer (USAF) for concurrence. When the problem required
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further and detailed investigation to determine failure cause an

SFA was initiated. Of the 388 FRR Supplements on the OWS Program

109 resulted in SFA's.

The SFA as the name implies, was a supplement of the FR designed
to control the failed hardware during investigation of the problem,
and upon completion became a permanent part of the FR. The SFA
defined in detail the scope of the investigation, who and where
performed and served as a data record during the investigation.
The SFA was carried out to the degree necessary to define cause

of failure. Development Engineering at that point described their
cause rationale and recommended any necessary corrective action.
Upon completing the SFA documentation, the data was presented for
review £nd concurrence of the SFA Review Board. Final closure of
the SFA was withheld by the Board until proof that necr. ary
ccrrective action had in fact been implemented. With closure of
the SFA all documentation was attachea and summarized on the FR

which was submitted for Customer approval.

The foregoing discussion has been limited for the most part to
hardware handling internal to MDAC-W. At least two other classes
of nonconforming hardware should be mentioned cthat which was

Government Furnished (GFP) and Supplier Furnished Material (SFM).

GFP nonconformances were reported and documented upon the FR or

DR system. The cognizant government agency was then immediately
notified and arrangements were made to return the subject hardware
to that agency for investigation disposition. FR/DR was placed

in suspense pending completion of the government directed

3-30

W o <



3.3

investigation and corrective action documentation. Upon rezeipt

of such information the FR/DR was completed and clcsed.

When MDAC elected to return nonconforming SFM to the manufacturer
(this was often the case where failure occurred during acceptance
testing) for analysis and corrective action it was accomplished
via the MDAC "Surpiier Rework and Recurrence Prevention Record"
(SRRPR). This system worked much a: the handling of GFP, where an
FR/DR was initially written and h..u open pending receipt from

the supplier of the SRRPR defining the cause and corrective action
determined by the supplier. Following MDAC review and concurrence
of the data submitted, the FR/DR was completed reflecting the

SRRFR informetion and forwarded for customer closrre upproval.

The ""e- Problem Report" (TPR) was used during OWS final assembly
and checkout. The TPR was identical in format and intent tc the
previously discussed FRR Supplement. Differing only in that its

utilization was confined to post amanufacturing vehicle checkout.

It should be noted that integrated through - t the MDAC nonconformance
system were provisions to input the IDEP Alert System. Each app-
licable OWS nonconformance occurrence was evaluated (both SFA and

7RR Supplements required such notation) determining whether an

alert should be requested. All nonconformances which were app-

licable to the alert system, resulted in requests for such alerts.

CONCLUSIONS AND RECCMMENDATIONS - The Orbital Workshor Program present-
ea many challenging reliabilit)y problems which were the result of
mission and operational requirements and constrainrnts unigue to the

Skylab Pr.ugram. Some of these were the '"one- of-a-kind" concept, the
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"off-the-shelf" concept, the mission duration and the fact that this

was the first operational space station.

Mission duration had probably the most significant influence on relia-
bility. This parameter alone was the subject of many system engineering
trade studies. Typical of these problems were loss of consumables due
to leakage, level and types of redundancy, mainteinability versus re-
dundancy, manual versus automatic operation, ground versus on-bcard

control, etc.

Leakage by itself was a majo. problem and eventually led to an eng-
ineering management decision to braze or weld all fittings whereever
feasible. Where brazing or welding was not feasible special redun-
dan’ly sealed and torque free Joints were developed. The effective-
ness of this approach was demonstrated by the Thruster Attitude Con-
trol (TAC) and Refrigeration Systems in that no measurable leakage was

detected.

Levels and types of redundancy also prezented a problem in that for
missions of this length the probability of multiple failures was sig-
nificantly increased. Yet on the other hand multiple redundancy in-
creased system complexity, required detection and selection capability
and complicated system checkout, ail of which tended to oppose relia-
bility. The basic s¢ .ion to this problem was two independent systems
either of which wac capable of performing the function for thz mission
duwration. Typical of this solution were the Refrigeration System
wvhich contained two completely independent loops and the electrical
bussing conce nich provided for two independent busses from the AM/

OWS interface tc all critical functions. Another example is the TACS

3-32




system which incorporated series parallel thruster control valves in
a quad-redundant configuration. Each parallel leg in the quad was
controlled by a separate electrical bus. The series arrangement in
each quad protected against leakage, inadvertant operation and/or

failure of a single valve to close.

Maintainability was utilized in lieu of and/or in addition to redundancy
where the overall effectiveness of the system dictated. Prime examples
of this concept were the Waste Management Compartment (WMC) and Wardroom
(WR) water dump probes. Since loss of cabin atmosphere was a program
concern it vas decided to limit the number of Habitation ..rea (HA)
penetrations thus reducing the number of potential leak points. However,
the WMC and WR water dump probes which exited the HA into Warte Tank
(WT) offered a potential for clogging especially due to icing. To over-
come this potential problem spare probes were stowed on-board and the

SL crews were trained in the maintenance task of removing and replacing
these probes. In fact during SL-3, the WMC probe did clog up and
Astronaut Al Bean accomplished the task of removing and replacing it,
thus restoring the system to a fully operational status. Subsequent

to performing this task, Al Bean reported that the job had been easy to
accomplish and that he wished he had done it sooner instead of wasting

the time they had in attempting to free the clog.

In summary, the effectiveness of tliese concepts were evidenced by the
success of the SL mission. In retrospect and in light of actual on-
orbit operational experience there probably are things that would have
been and should be done differently for tuture programs. One of these
obviously has to be an increase in maintainability provisions for future
manned space systems as evidenced by the ability of the SL crew to

maintain and repair the systems under the most adverse of econditicns.
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SECTION L - SYSTEM SAFETY PPROGRAM

k.1

GENERAL - The Contractor recognized the requirement to make a total
commitment to provide experience, disciplines, and motivation to design
and maintain through handling and operations, the highest possible

level of safety.

The Orbital Workshop (OWS) System Safety Program (SSP) covered three
basic areas: Design, Ground Operations, and Flight Operations. This
overall program vas implemented by the System Safety Program Plan
(DAC-SET759) per MSFC DRL-171, Line Item H02, December 1969, and supple-
mented by a combination of activities such as: those of an on-going ‘
nature within MDAC, those defined by various other Program Plans

and/or Specifications, and speciel activities not included in these

two primary categories.

MDAC on-going safety activities consist of those defined in the MDAC
Employe Safety Manual (M5.057-AC) as well as other activities which
implement the requirements of standard MDAC policies and procedures.
Additional activities were defined by the OWS Crew System Integration
Plan and various NASA and/or govermment directives/specifications,
e.g., the KSC Range Safety Plan. A number of special activities not
defined in the above were also performed, two of significance were the
Contractor review and evaluation of the OWS, using: (1) the 266 space
flight hazards contained in NASA/JSC Space Flight Hazards Catalog,

and (2) the Skylab System Safety Checklists.

The MDAC OWS System Safety organizational responsibilities were basic-

ally in four areas.

A. All program personnel were responsible for seeing that safety
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governed their OWS efforts in all design and operational areas.
In addition, three coordination and surveillance organizations

assisted as noted below in paragraph B, C end D.

B. As a derivitive of the Saturn/Apollo Program management it was
desired that a singie interface be maintained with the customer
in the interest areas relative to safety. To this end the Pro-
duct Assurance organization was desigaated to fulfill this role
and provided the overview to Industrial Safety, System Safety
Engineering, and the Quality surveillance and control over OWS
ground operations, such as manufacturing, handling and trans-

por.ation.

C. Effectiveness Engineering, as part of development engineering,
wvas primarily involved in design activities of flight hardware
including a considerable expenditure of effort. for the design

of grcund support equipment.

D. Employe Safety had responsibility for ensuring that MDAC Indus-
trial Safety Standards and Federal, State and local safety reg-

ulations and ordnances were complied w

The above three activities operated as inter-de¢pendent activities
vith substantial amount of coordination. Representatives from all

t ree of the organizations were ofien times in attendance at appro-

S
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priate OWS meetings to discuss safety related items.

The key elements in implementation of the overall System Safety

Program are shown in Table 4.1-1. Each will be covered with respect

to their use in subsequent paragraphs.
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KEY ELEMENTS OF THE OWS SYSTEM SAFETY PROGRAM

Failure mode effects analysis (FMEA)

System logic analysis (SLA)

Contingency analysis (CA)

Hazard identification, assessment and resolution
Design review

Design change review

Hazardous materials control

Flammable materials control

Contamination control

Mission safety critical items (MSCI, control
Hardware integrity reviews

Review of operations with potential for damage to ecuipment or injury
to personnel (Manufacturing, Handling & Transportation, Test, Pre-Flight)

Test procedure revisws (Manufacturing, Acceptance, Pre-Flight)
Operational proccdure reviews (Handling & Transpcrtation, Test, Pre-
Flight, Flight)

Man-machine interface verifications

Nonconformance reviews

Safety and safety related audits (Internal, Government)
Accident/incident investigation, reporting and corrective action
Alert processing

Training (skills, operational, motivational)

fabcontractor/supplier safety activities

Special investigations and reviews (Spaceflight hazards catalog, System
safety checklists)

Safety surveillance and monitoring

TABLE 4,1-1
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L,2.1

b.2.2

CREW SAFETY

Concept Thase - The crew safety program vas consituted in the
design phase with the incorporation of the manned mission aware-
ness which became part of the design activity from initial concepts
to final design. This design approach was directed towsrd the
evolution of a design minimizing personnel hazards or mission loss

conditions.

It became essential to affect the design as early as possible with
the manned interface and to identify requirements stemming from the
necessity to provide a habiteble, safe atmosphere which would satisfy
the total mission requirements. The concept ad~pted consisted of
review of preliminary design and mission specifications by personnel
principally involved in system safety within the engineering organ-
ization. This review was systemati: and devoted to the early identi-
fication of potential crew hazards or mission loss conditions to the
engineering activity rfor impact on design and testing. In addition
the results of other analyses were reviewed with respect to safety
such as the output of the reliability effort in assessing the effects
of single failure points in terms of ground personnel or crew hazard

potential.

Design Phase ~ Once the safety aspects were implemented in the design
concepts this activity consisted of analysis of systems to module
level including supporting GSE to identify and evaluate hazardous
conditions existant during all phases of the mission. A cross

matrix of elements was formed from the Gross lazard Analysis leading
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to loss of life, physical injury, physical imperiment, or early

mission termination.

The conditions leading to the above which were considered were:
toxicity, flammability, particulate matter, loss of cabin atmosphere,

loss of vehicle attitude control.

The results of this activity were presented via a gross hazerds

analysis, and status update through Quarterly Syctem Safety Progress
Reports, MSFC-DRL-1T1lA, Line Item HOW, and communicated within the
design department through internal media, as well as formally in the

several levels of design review procedures.

In certain specific situations a System Logic Analysis was performed
to set down the details of the failure mechanism, and to identify less

obvious modes and effects.

As the design progressed and identifiable hazards were reduced, the
potential developed to utilize crew contingency procedures as a
method of reducing the effects of failures. To this end procedures
were Arganized tovard the definition of crew and/or ground command
contingency acticn capability, and on the identification and eval-
uation of procedures to modify the criticality o»f & Single Failure
Point (SFP) without eliminuting the SFP itself. Inasmuch as the
development of the crew procedures were within another Jjurisdiction,
this effort was modified to an evalualion activity aimed at deter-
mining the effectiveness of crew/ground contingency procedures to-

ward the elimination or downgrading of a SFP.

Key Studies and Controls

k-5




M ¢

—— —

A. Hezardous Materials Control -~ This subsection describes the
controls and assessment methods for material design usage in
the OWS for the purpose of minimizing or eliminating potential
and flight crew toxic hazards due to metallic and organic chem-~

ical contamirents in the breathing atmosphere.

1/ Design Controls - Material uses that did not meet the
acceptability guidelines were reported to NASA/MSFC along
with the appropriate rationale to substantiate the material
usage or the need for an alternate material. MDAC initia-

ted reporting form P0327, Material/Component Usage, to

obtain approval from NASA/MSFC for the usage of these type s
materials. Each P0327 report was a supplement to MDAC gé
Report MDC G0126. The primary guideline documents were ;
the following for the control of metallic and non-metallic

materials which offgassed carbon monoxide and/or other

organic chemcials.

a. Metals - Design Memorandum Number OWS-46, Orbital
Workshop Usage/Crew Systems Requirements. This docu-

ment established the policies, responsibilities, and

e

requirements for the control of metals, metallic i

oxides, and alloys used within the OWS.

b. Carbon Monoxide and Total Organics - The NASA control
document was MSFC-SPEC-101A. The equivalent MDAC . ;
document 1B78110, Flummability, Offgassing, and Odor
Requirements, Maperials was issued to provide the

engineering definition for contractual compliance,
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implementation, and control of MDAC internal designs

end supplier designs.

Material Usage Computer Program, P0327, was used to
calculate the total offgassing rates for carbon monox-
ide and total organics for each usage of non-metallic
materials and the sum of all material offgassing

products.

2/ Manufacturing Control

a.

General Cleanliness - The control requirements were
established by CEI Specification, CP2080J1C, and by
the Contamination Control Plan, MDC G0384A. Contam-
ination control and cleanliness requirements related
to OWS hardware were applied throughout manufacturing,

test, and checkout of the OWS module.

Mercury Contamination - Mercury contamination control
requirements were in accordance with MSC Standard 120,
Breathing Systems, Requirement to Test for Mercury
Contamination. This requirement was implemented by
the MDAC document,, Orbital Workshop Mercury Control

Plan.

3/ In-Flight Controls

a.

Normal Operations

1. Atmospheric Contaminant Removal - The controls

to prevent the buildup of gaseous and particulate
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contaminants were a function of several ECS com-

ponents. The major components included.

[} Carbon canisters in AM and WMC.
o Molecular sieves.

o) Condensing heat exchangers.

2. Contaminant Monitoring Capacility - The inflight
monitoring capability for airborne contaminants

consisted of:

o Carbon dioxide sensors &t inlet to mole-
cular sieves.

o Carbon dioxide analyses with the mass
spectrometer.

o Carbon monoxide periodic determination with
manual Drager tubec,

o] Experiment T003, Inflight Aerosol Analysis,
for periodic sampling of atmosphere for
particulate matter samples for return to

earth.

b. SL-2 High Temperature Contingency - MDAC conducted
several studies, both analytical and test, to assess
the potential OWS high temperature contamination pro-
blems resulting froa the launch loss of the meteroid
shield. In the area of contamination, these studies
had significant effects on decision making relative to
the SL-2 mission. The new requirements most directly

influenced included:

4-8




1. OWS atmosphere pump down procedures to remove

toxic contaminants.

2. New capability for crew to monitor MDA, AM and
OWS atmospheres for carbon monoxide and toluene

disocyanate prior to entry.

Flammable Material Control - This subsection describes the con-
trols and assessment methods for nommetallic materials design
usage in the OWS for the basic purpose of fire prevention.
Flammable materials were used only in the absence of a suitable

nonflammable material.

1/ Material Selection Control - The controlling document for
selecting materials was MSFC-SPEC-101A. MDAC document
1B76110, Flammability, Offgassing, and Odor Requirements,
Materials was prepared to provide the engineering defini-
tion for contractual compliance, impleme::lation, and con-
trol of MDAC internal designs and supplier designs. MDAC
drawing 1B86198, Flammcbility Batch/Lot Test Requirements,
was & list of materials that were tested prior to OWS usage.
The proposed usage of flammable materials wvas reviewed,
documented, and reported on th=e P0327T usage form for NASA/

MSFC approval.

2/ Msterial Classification - Materials were classified as
Type I {nonflammable), Type II (self-estinguishing), or
Type III (flammable). Type III materjals were rankes in- .
subcategories by functional application and spsiia

d'stribution.
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L/

Types II and III Usage Map - kaca Type Il or Type III
material or component was included as a part of the mater-
ials use map (MDAC drawing 1B77015). The usare map depicted
‘he location of each item thus was an aid in determining

the distribution of materials throughout the hal::table OWS
interior and their proximity to other flammable materials.
This proximity information was used to segregate flammsble
materials (Type III) on the subcategory basis thus emphas-
izing the probability of contributing to the propagation

of a fire. In summary, the grouping of materials in this
manner provided the basic for meaningful fire hazard assess-

ments.

Stowage and Installation Arproaches - Multiple installation
and stowage approaches were utilized to ensure adequate
safety provisions for flammable material usages to minimize
motential fire propagation. The following examples illus-
trate the design utilization of this approach with respect

to flanmable material control.

a. Fixed Items

1. Charcoal filters were enclosed in metal canisters.

2. Water tank heaters enclosed in nonflammable

fiuorocarbon rubber impregnated iiberglass.

3. Tank polyurethane insulation covered with fiber-

glass liner and aluminum foil.

4, Refrigerant control (Coolanol-15) by use of
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12.

13,

Stowed Items - Flammability protection for stowed items

brazed tube Joints, o-ring sealed boss fittings, 3
and enclosure of active components in a sealed ;

vacuum vented contai.er.

Wiring inside OWS routed through closed metal

- e

troughs contained fire barriers.

Light assembly lamps installed in a metal housing.
Power control consoles compartmentalized.

Sealing of the habitable area foam irsulation.
Extensive circuit protection with circuit breakers.

Encapsulated modules including switches and circuit

breakers.

All anodized metal interior finishes of multiple
colors wherever possible to preclude use of paint i

and satisfy color competibility requirements.

Elimination of O2 in steel piping in dererence to

N2 for the pressurizing medium for water tank.

Extensive protection for maintenance of touch
temperature requirements in galiey and water

systcas.,

was provided by the use of metal stowage cabinets

and nonflammable glass fabric bags.
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5/

Inflight Responses to Ort.ral Fires - A MDAC study was

conducted (MDC G2190-P) to provide data for the training
of the SkylaL corews in responding to orbital fires. The
information and recommeniations documcated by this study

had a major impact on Skylab requirements in the following

areas.
a. Crew ground training procedures.
{ Late addition of the water fire extinguishing system.

c. Crew inflight response and procedures for the coutrol

of orbital fires.

Microbial Contamination Control

1/

Baseline Design Requiremnents - The OWS design requirements
for microbial control, as defined by CEP CP20B0OJ1C, gen-
erally iuvolved the application of earth open environment
principles to a clrnsed ranned system. The following ex-
amples represent the major microbial growth control prin-

ciples that were applied.

a. Water systems were treasted with a biocide (iodine).
b, Hydrated food supplies were refrigerated.

c. Personal hygiene procedures were to maintain a normal

bedy flor:is.

d. Crew housekeeping and waste handling procedure. were
to prevent the buildup of organic matter wnd liquid

vater.
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e. The Skylab envirommental control system was to provide

the primary capability for controlling airborne bac-
teria in the carbon canisters, molecular sieves, and

the condensing heat exchangers.

Design Support - The Skylab Program Office on 1k August
1970 established the Skylab Intercenter Miczobial Control
Working Group (SIMCWG) to conduct a detailed study of the
Skylab cluster microbial control problems and recommend
design and }<ocedural changes. The major SIMCWG support

ar. s included:

«. Microbial sampling of OWS interior surfaces prior t¢

shipment to KSC.

b. Microbial sampling by JSC of OWS, AM and MDA interior

surfaces at KSC prior to SL-1 launch.

c, 1nflight microbia” samyr:..ng of crew skin and OWS
surfaces during all missions with return of samples

to earth for analyses.

d. Biocide wipe development by MDAC for inflight disin-
fection of Skylab surfaces with high potential for
microbial grotth. The flight biocide wipes consis“ed
of pre-wet pea- heat sealed under reduced pressure in
conoliax 5000. The water system contained 120 ml
vater and the equivalent of 5000 ppm of available
iodine, as betodipe. on a cottom guaze pad of Webril

R-2201.
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e. Pressure suit assembly drying station requirements

for microbial growth control during stowage.

f. Flight plan requirements were established with respect
to generai housekeeping procedures, trash handling
(normal and contingency), spare replacement schedules,
biocide wipe usage, periodic crew inspection and
clean-up of high potential microbial growth areas,

etc.

h,2.2.2 Special Safety Studies

A.

e e R

Experiment M509 Structural Impact Study - A special safety study
was conducted to investigate the effects of an experiment M509
(Astronaut Maneuvering Unit) runaway condition on equipment
within the forward compartment of the OWS. The study was pos-
tulated on an impact load of 94 ft/lbs (127.5 Joules) of kinetic
energy from the experiment. The results from the investigation
provided a listing of approximately 30 items within the OWS
which might suffer damage “rom an M509 impact. Data was also
provided to indicate the probable effects of this damage on

system performance as well as the likelihood of damage occurrence.

SAL Structural Integrity Review Study - In response to & request
from MSFC, a study group was formed to investigate a possible
malfunction situation in which it would not be vpossible to re-
move ar experiment from the Scienlific Airlock due to a failure
to close the SAL outer door, thus thLe experiment would have to
remain atlached to the SAL and constitute part of the overall

CWS structure. System Safety participated in this study
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and identified several potential hazards and recommended design
changes as well as contingency procedures. The study approach
was to review data from each of the SAL experiment suppliers and
determine the capability of the equipment to withstand extended
exposure to both a space vacuum as well as any problems which
might develop within the OWS itseif in terms of :rew impact

against the experiment.

Experiment Structural Support Fixture - A special investigation
was conducted to review structural integrity considerations in
the event of an astronaut impact against the T027 experiment
vhile it was attached to the SAL. An snalysis was performed
which indicated that a 250 pound (1112 Newtors) load against

the end of the 5 foot (1.5 meters) experiment attached to the
SAL might exceea the ultimate load capability of the tank wall.
The findings of the study demonstrated that the existing design
cvonstituted a definite hazard for crew safety in that a crew
impact could result in damage to the wall and possible depressur-
ization of the OWS. Comnsequently, System Safety recommended
the design of a structural support fixture to anchor the exper-
imenc to the floor of the OWS. 'The design chconge was accepted
and resulted in the fabrication of a portable experiment support
fixture which could be installed and removed at the discretion

of the crew during on-orbit operations.

Coolanol 15 Study - Coolanol 15 was used as the coolant in the
OWS Refrigeration system. A sufety study was conducted to
determine the acceptability of the coolant in terms of its

potential flammability and toxicity characteristics. 1In
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addition, the study investigated the likelihood of leakege
occurring in the OWS. The study results indicated that the
coolant was flammable and .hat it was also toxic at certain con-
centration levels. As a result of this study, special MSFC
funding was made available to conduct an Oral Sensitivity test
using 15 MDAC subjects to determine if a leak in the water
chiller, which would permit coolant to get into the drinking
water, could be detected by the crew. The stuay results were
affirmative. In addition, as a result of this study findings,
B-nuts in the refrigeration system plumbing were replaced by
brazed fittings and the re‘rigeration pumps were enclosed in
an evacutted container. Both of these design changes were
intended to decrease the likelihood of coolanol leaking into

the interior of the OWS,

Mercury Study - An investigation was performed to explore the
safety considerations associated with the fluorescent lights
which provided general illumination for the OWS. These lights
utilize a small amount of mercury vapor and the focus of the
study was +p explore the likelihood of mercury leakage and the
effect Qn thcféfew from the mercury released into the OWS
atmosphere. In addition to an overall assessment of the ude-~
quacy of the existing design, recommendations were made to

provide mercury vapor detection devices for the crew, period-

ically to energize the spare lights to check for leakage, and to
exercise extreme care and caution in handling and transportation

of the fluorescent devices. As an outgrowth of the study, MDAC

generated an OWS Mercury Centrol Plan to identify the requirements

L-16
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and criteria necessary to assure that the OWS and GFP experi-
ments are protected from and free of mercury contamination.

The control plan identified each of the items of equipment
wvhich required the mercury checks and also described the detail-
ed procedural steps required to ensure that the hardware was

free from mercury contamination.

System Safety Checklists - MSFC Air.cted that MDAC perform spec-
ial safety studies utilizing customer supplied Skylab System
Safety Checklists for both Ground Support Equipment (GSE) (SA-
003-001~-2H, dated July 19T1) and Flight System Design (SA-003-
002~2H, dated November 1971). These checklists were extremely

comprehensive and served as a for.ing furction to ensure that,

if possible, hazards had been eliminated and tkai the appropriate

safety features in the equipmenrt design were utilized. In the

event of noncwu:ns.’ance items, it was necessary to list ratiorale
‘l'

for fsilure tc -:omply with the safety item. Sixty-one items of

SE and sixteen flight ¢_-stems were analyzed through these

safety checklists.

Sneak Circuit Analysis - An analysis of conducting puths that
could cause an unwanted function when power was applied to the
space vehicle to achieve a desired function was accomplished on
the OWS Program. The Sneak Circuit Analysis was accomplished
at MSFC. Effectiveness Engineering analyzed any sneak circuit
paths that were uncovered eriticality impact on crew sarety

or miscion. The sneak circuits were analyzed for both activa-
tion of unwanted functions and wanted functions. No sneak cir-

cuits vere uncovered that would heve resulted in danger to the
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crew or have had a mission impact.

H. Space Flight Hazards Catalog Review - A detailed review of che
266 hazards identified@ in the NASA/MSC Space Flight Hazards
Catalog was conducted. The objectives of this voluntary review
were to identify and document the means by which the OWS design,
procedures, or operations vrovided for detecting, controlling,
or circumventing the hazards. There were no cases where a listed
hazard had been unrecognized or overlooked and there were no
hardware changes found to be necessary as a result of the review;
however, the review was considered beneficial and productive.

In several instances, the OWS status relative to certain hazards
was not immediately apparent and required further study, analysis,
and/or test before the item could be positively categorized

as resolved. This investigative effort brought about a greater
awareness and recognition of those hazards and, in turn, an
increased confidence that they had been adequately circumvented

or controllec for the OWS application.

Test and Operations Zhase - All test and operational procedures,
excluding routine shop handling and transportation procedures, were
reviewed for ssafety considerations. Included were Handling and Check-
out Procedures (H&CO), Test and Checkout Procedures (TCP), Develop-
ment Test Procedures, Qualification Test Procedures, Production
Acceptance Test Procedures (PAT), and nonroutine shop Handling end

Transportation Procedures.

Test and operational procedure documents were submitted to Effect-

iveness Engineering for review prior to final publication. It was
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the responsibility for the safety group to review the document to
ensure that any hazardous activities were identified on a special
page in the document which was devoted to safety considerations.

In addition, it was necessary to review all of the procedural steps
to ensure that any potential safety problems were preceeded by
"Caution" or "Warning" statements. A "Caution" statement was used
to flag out a potential accident which could result in damage to
equipment. A "Warning" notice was used to indicate that the proced-
ural steps had the potential to cause an injury to personnel. These
recomnended changes were subsequently transmitted by written memoranda
to the originator and the OWS Safety Committee. The OWS Safety
Committee reviewed all procedures containing '"Operations with poten-

tial for damage to equipment or injury to personnel."

Approximately 800 procedures or changes thereto were reviewed for
safety considerations with the great majority found fully acceptable.
In a few cases, significant changés were found necessary to elimin-

ate or minimize potentiai adverse safety ‘affects and were implemented.

Review of Operations with Potential for Damage to Equivmert or injury
to Personnel - These formal, documented reviews were accomplished in
accordance with the requirement: € MDAC Control Procedure '"Operations
with Potential for Damege to Equipment or Injury to Personnel."

They were accomplished by the special committee created by MDAC

and covered all manufacturing, handling, transportation, test and
pre-flight operations identified by the committee as having the

potential for damage or injury.

Each review involved a detailed study of the methods and purposes of
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the operation, the as-built configuration of facilities and equip-
mer. involved, including the OWS system, analysis of tne design of
affected tooling, facilities and equipment, analysis of applicable
procedures, and review of personnel training and certification

requirements and implementation.

Risks involved in each operation were assessed and necessary cor-
rective action implemented. In selected cases, simulated opera-
tions were performed. A complete listing of these reviews (92) is

shown in Table 4.2.3.1-1.

In general, there were no major problems and/or corrective actions
found as a result of these reviews. A large number of minor changes
and corrective actions as well as safety additions to equipment in-
volved were implemented. During subsequent performance of these
operations there were no incidents involving either equipment damage

or personrel injury.

In addition to the formal reviews described above, a relatively
large number of informal revicws were conducted by the System Safety
Manager's Office. These documented reviews were based on the same
considerations as those above; however, they were not accomplished
in strict accordanc. with the noted MDAC procedures. A listing of

major reviews of this type (30) is contained in Table 4.2.3.1-2,

The MDAC auuit program included both internal and customer audits,
and was implemented at all levels and within all organizations. All
of the internal safety related audits accomplished (62) were reported
in detail in Quarterly OWS System Safety Reports and are listed in

Table 4.2.3.2-1. All corrective actions identified as "necessary"
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REVIEW OF OPERATIONS WITH POTENTIAL FOR DAMAGE
TO EQUIPMENT OR INJURY TO PERSONNEL

Tank Cylinder External Pasinting

Taunk Interior Foil Liner Installation

Side Access Door Installation and Removal

Stage Handling Operations Related to Tower 8 Leak Checks
Crew Quarters Floor Installation (Vehicle Horizontal).

Water Bottle and Water Bottle Support Structure Installation

(Vehicle Horizontal)

Forward and Aft Skirt Foil Installation and Thermal Barrier Painting

DTA Erection in Building 30

Weight and Balance

DTA Pressure Test in Building 30

Tank Cylirnder Foil Installation

Operations Related to DTA Shipment

DTA Access and Handling Equipment and Plans in Building 30
OWS Tank Cleaning

DTA Removal from Building 30

DTA Operations at Michoud

DTA Operations at MSC

Revised Horizontal Work Platform OWS Interior

DTA Erection in Building 30 (Reassessment for OWS)
Operations Related to DTA Shipment (Reassessment for OWS)
Access Controls and Procedures

Contamination Controls and Procedures

Personnel Safety Controls and Procedures

Erection and Joining in Tower 2

Interior Access in Tower 2

AM/OWS Interface and SAS Mounting Bolt Drilling Operations
Meteoroid Shield Installation

Roll Cleaning (Prior to Erection in Tower 2)

Meteoroid Shield Ordnance Operations

Meteoroid Shield Deployment Test

In-Place Brazing Operations (External)

In-Place X~Ray of Brazed Joints

Erection in Tower 6

Crew Quarters Wall Installation

TABLE h02n3ul-l
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Interior Access Stand Installation and Operations
TACS Bottle Tnstallation

Tooling Hois Installation and Operation
Documentary Photo Activities in the Habitation Area
In-Place Brazing Operations (Internal)

Observation Window Installation

Tooling Conveyor Installation and Operation

Water Bottle Installation (Vehicle Vertical)

Film Vault Installation

T020 Installation (Foot Controlled Maneuvering Unit)
MOTL Installation (Specimen Mass Measurement)

M131 Installation (Humen Vestibular Function)

S1ko Installation (Particle Collection)

M1T2 Installation (Body Mass Measurement)

GSE Tolly System Installation and Operation

GSE Upper Interior Access Kit Installation and Operation
GSE Hoist Kit Installation

Meteoroid Shield Countertalance System Inctallation and Operati.a
Meteoroid Shield Ordnance Installation

Trash Disposal Airlock Installation

Refrigeration System Pumping Assembly Installation
Meteoroid Shield Deployment Test (Manual)

Meteoroid Shield Deployment Te;t (Ordnance)
Habitation Area and Waste Tank Leak Checks

TACS System Leak Checks

Cvound Pressurization System Leak Checks

VCL Pneumatic Control Leak Checks

Water System Leak Checks

Meteoroid Shield Ordnance han”ling

Handling and Installation of Experiments:

ESS 8020 5073 M1T71
TOC2 T027 M092 5183
™oL 8063 M093 5195

T3 MIT1 M133 M509
5019 MOT3 M151

Refrigeration System Test Procedures

TABLE 4.2.3,1-1 (Continued)
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OWS Transport, Tower 6 to Tower 2

Final Preparations for Shipment

OWS Removal from Tower 2 and Transport Loading
Weight and Balance

TACS System Proof Test at Seal Beach

HFMU Handling and Shipping Operations

Handling Equipment Operations Inside the Spacecraft (Reasseszment
for OWS Backup)

SAS Loading on Guppy
OWS Backup Handling and Shipping Operatiocus

TABLE 4.2.3.1-1 (Continued)
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SPECIAL SAFETY REVIEWS

Removal of OWS from Tower 6
OWS Habitation Area Personnel Occupancy Limits

Methane Venting through the M171 (Metabolic Activity Experiment)
Vacuum Vent Lint

OWS Susceptibility to Damage During M509 (Astronaut Maneuvering
Equipment) On-Orbit Overations

Fluorescent Work Lights

Forward Interior Work Stands

Experiment GCE Design Concepts

Waste Processor Module Fit Check

Suit Drying Station

OWS Radioactive Materials

Hearing Protection During M509 Checkout Operations
Inadvertent Use of Zinc Chromate

OWS Backup Common Bulkhead Rework

VCL Emergency Egress

VCL Emergency Lighting

VCL Power Outage Procedure ,
VCL Use of Portable Gage Regulator Assemblies

Fit Caeck - Waste Processor Molale

croduction Test Plan - TACS System Proof Tests at Seal Beach

OW3 Pressure Integrity

Coolanol Taste Odor Test

Structural Integrity Review of the Scientific Airlock/Experiment
Interface

Energy Generating Sources near Potential Coolanovl Leak Points
Experiment 5183 Ultraviolet Panorama use of Tritium Paint
Portable High Irtensity Light

Program Manager's Review OWS Transpost Tower 6 to Tower 2
Program Manager's Review - OWS Removal from Tower 2

Lower Body Negative Pressure Device (LBNPD) Operations

Handling Equipment Operations and Procedures Developed on OWS-1
(Reassessment for OWS Backup)

OWS Backup Afi Interstage Shipment

TABLE 4.2.3.1-2
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SAFETY AND SAFETY RELATED AUDITS

Not-For-Production-Use (NFPU) fystem
Inspection Guage Production

Inspection Preplanning.

Testing

Surveillance Inspection

Repetitive Nonconformance Control

Process Control

Processing Operations/Planning Call-Outs
Heat Treating

Shipping Inspection

Intercomponent Work Orders (ICWO's)

Skylab Workshop (SWS) Program - Florida Test Center (FTC)
Controlled Material/Bulk Material Stockroom
Control of Mercury

KSC Orbital Workshop/Airlock Modul=z Programs
Nondestructive Testing

Shipping Inspection

Acceptance Testing

Application of Standard Fasteners
Reliability Critical Items (R'I)

Recurrence Control

Surveillance Irspection

Training and Certification

Process Control - (leaning

Control of Detailed Process Material (DPM's)
Sampling Plans

¢ 0O 6 o 0o 0O 0O 0O O 0O 0 0O 0O O O 0O O O O © 0O 0 0 0 o0 o

CUSTOMEP

OWS Quality, Reliability and System Safety Survey

Annual Systems Safety Survey of OWS Operations

Pre-Delivery Turnover Review

Review of Nonconforming Supply &nd Corrective Action System
Quality System Survey

Hardware Integrity Review

o O o o o o

TABLE L4.2.3.2-1
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vy these audits were accomplirhed. Tue Customer audirs, with minor
exceptions, found the system and/or operations unuer zudit completely

satisfactory.

4.2.3.3 Accident/Incident Investigation Reporiing and Corrective Action - The
contractor's Accident/Incident Investigation Reporting and Corrective
Action activities were in accordance with requirements oi the 04S
System Safety Program Plan, as impiemented by MDAC Standard Practice

SP 1.00L-ACH.

There were only seven repcrteble inc??~ats involving damage; two of
a serious nature, one of a significant rature, two miror, and twc
near misses. These incidents, all r-ported in Quarterlv OWS Syuten

Safety Program Reports, are swmmarized.

A. Meteorcid Shield - During initlial portion of Skylab I flight,
the OWS Meteoroid thield failed causing the loss of cne SAS,
high OWS inlernal temperatures, and considerable perturbation
to flight operations. Failure was contributed to design defic-
.ency by a formal NASA Re. ew Board iunvestigation and vy parallel

investigations conducted by the contractor.

B, Darzge to GSE - Significant damage was incurved by GSE Model
DSVT-314 (Vacuum Pumping Unit) during tran. ortauion et 1DAC.
Incident was the result of improper fork 1lift operation and
resulted in approp..ite changes to procedures and instructions

regar.iing such opuration.

C. Camage to GSE - 1wo items of unused GSE incurred minor damage

during trans—ortati~.. at MDAC. The damuge was the result of
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improper tie-down during truck transpcrtation and resulted

in changes to instructions and procedures related to tie-down.

Damage to Forward Dome - Very minor damage to the OWS forward
dome occurred during removal of a bonded support bracket when
technician failed to follow &ppropriate procedures. All affect-

ed technicians were reinstructed regarding such operations.

Gouges in Tank Structure - Several gouges were found in waste
tank dome structure during routine inspection. No cause was
identified. All technicians performing work in this aresa were
were reinstructed with regard to need for care and surface

protection.

Crane Overload -~ This near miss incident was potentially the

most serious handling occurrence during the entire program and
was thLe result of improper use and overload of a mobile crane
during shipping preparations of the Dynamic Test Vehicle. HhLad
overload been greater or the dynamics of the two crane operations
been different, significant damage to the DTA would have resulted.
This incident resulted in major changes to procedures involving

the use of all cranes.

Winch Failure - This near misé incident involved failure of a
hand operated reduction gear drive facility winch equipped with
a ratchet type safety lock. Malfunction of the safety lock
combined with failure of the drive handle freed the winch and
allowed a large catwalk access assembly to fall free. Fortun-
ately, no contact resulted. All reduction g.ar drive winches

in critical applications were replaced with self~-locking worm
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gear drive winches and technicians reinstructed regarding

equipment maintenance.

The program experienced thirteen lost time injuries, all reported
in Quarterly OWS System Safety Program Reports. Ten of these injur-
ies were of a minor nature, e.g., employe tripped on stairway, em--

ploye strained back lifting routine load, etec.

One injury of a very serious nature resulted when an employe fell
from a catwalk into the crotch area of the OWS Development Fixture
Forward Interstage. The exact cause of this fall was never deter-
mined. However, protective handrails were modified to eliminate any

possibility of recurrence.

Two fairly significant injuries occurred: One when an employe fell
approximately six feet when a faulty work platform broke, and the
other when an employe was struck on the legs by a mockup item which

tipped over for reasons never determined.

One near miss injury occurred when astronaut Bruce McCandless fell
shortly after participaticn as a test subject in tests of the M13l
rotating litter chair. No connection between the fall and the chair
test was established and the small ground access ladder involved in
the fall was redesigned. In addition, procedures related to occur-
rence involving injury or potential injury to astronauts were revised ;
to require immediate examination by a physician regardless of sever-

ity or outward appearances.
TRAINING

Skills Training - Throughout the life of the program, MDAC's on-

st S s B By <P 2 7l T e e e o -
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going programs for both treairing and certification related to pro-
duction skills continued. Besic training and certification of an
on-going nature included soldering, torque and tubing, paste adhesives,
and many others. Additional training, related to OWS peculiar skills,
vas incorporated in the overall program. These additions provided

for training and certification of OWS Manufacturing and Quality
Assurance personnel in such skills as tube induction brazing, refrig-
eration system insulation, wire harness fire proofing, and others.

The relative absence of problems in the skills area provided confi-

dence that the program mplemented was adequate.

Operational Training - Special training of an operational nature

was provided in several areas: ‘safety, access control, contamin-
ation prevention, and system familiarization. Approximately 1L00
personnel completed the safety, access control, and contamination
prevention training. Over 3C0O personnel completed basic OWS famil-
iarization/orientation training, including 80 MDAC FTC personnel and
127 NASA, NASA Contractor, and Air Force personnel. Most of these
personnel also completed basic OWS systems training and one or more

specialized courses in OWS subsystems.

Employe Motivation/Avarenggg ~ The Skylab Orbital Workshop Mctiva-

tion/Avareness (M/A) Program was established in July 1970, as an
activity to motivate bolh MDAC and supplier employes to produce
defect-free hardware for the safety of the crew and the success of
the Skylab mission. Primary emﬁhasis was directed toward maintain-
ing the highest standards of workmanship and avoidance »f human
errors in the manufacture, test and handling of mission/safety cri-

tical hardware. The program was aggressively pursued and is being
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actively sustained until the customer accepts and takes delivery of

the OWS Backup Spacecraft in April 197Tk.

The scope of MDAC M/A program embraced all of the key elements of
the NASA Aerospace Awareness Program as subsequently delineated in
NPD 1700.3A and as recommended by the Office of Manned Space Flight.
It was formally implemented per authority contained in MDAC Standard
Fractice 10.007-ACL, and directed by the OWS Program Manager for

System Safety and Product Assurance.

To ensure that MDAC employes and critical suppliers were fully aware
of the significance of the OWS program as well as the importance of

their OWS efforts to mission success, and extended series of presen-

tations were conducted. The presentations consisted of the following:

A. Top management program overview.

B. Two films: Quality Craftmanship (NASA film)

The Essential Factor (MDAC film)
C. Detailed briefing inside OWS full scale mockup.

D. Facility tour of OWS manufacturing area, payload shroud

assembly area and space chamber simulator.
E. Handout material (crew photos, NASA Skylab brochure, detals).

By the time the OWS manufacturing phase had been completed, approx-
imately 1300 personnel from in-house and selected suppliers had

attended these presentations.

In September 1970, a Skyladb OWS conference was conducted by MDAC at
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Huntington Beach so that the collective managements of MDAC and
suppliers of critical OWS hardware could Jointly review their mutual
obligations to the man-ir space. Primary emphasis was devoted to
the criticality of each invited supplier's hardware to crew safety
and mission success. Invitations were extended to the Chief Execu-
tive and Project Director of twenty-six companies who verc¢ uader
contract to provide components for use in the OWS. The Vice-Presi-
dent-General Manager, Program Director and other members of the MDAC
Skylab OWS management team addressed the supplier representatives
and stressed the urgent requirement for on-time delivery of defuct-
free hardware. The supplier's executives were also enjoined to
establish their own awareness programs and pass on the information

to their people.

In order to maintain the momentum established by the Skylab presen-
tations and supplier's conference, maximum use was made of the NASA
and MDAC motivational material as it became available. Approximately
560 MDAC West Coast and MDAC/KSC personnel attended showings of the
NASA film "Invitation to Overconfidence" and an additional 150 saw
the film "Anatomy of an Accident." NASA and MDAC Manned Flight
Avereness posters weve conspicuously displayed in all OWS work areas
continuously throughout the life of the program. New posters were
displayed and/or rotated every two - three weeks and maintained
current with the changing phases of the program. ‘'he principal
themes that were emphasized included quality craftmanship, safety,
care in handling, cleanliness, contamination control and human error
avoidance. Another impressive display was a MDAC built 1/40-scale

model of the Skylab Cluster in-orbit. This scale model was
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effectively used as the focal point of a larger show case exhibit
which contained assorted space memorabilia, crew photos and other

program information.

In September 1972, an Open House was held at Huntington Beach for
all employes and their families. It featured the OWS Hi-Fi Mockup,
Payload Shroud, several Skylab models, cutaways, pictorial display..
Several thousand persons toured the OWS work areas and the event

was an outstanding success. Another one-time successful promotional
event was the visit of the NASA Craftmanship Van in February 1973.
During its stay at Huntington Beach, an estimated 4000 employes

visited the exhibit.

A nev error cause identification and removal system called Special
Performance and Craftmanship Effort (SPACE) was formally initiated
in February 1973, by C. R. Able, MDAC Chairman and Chief Executive
Officer. This aspect of the motivation program, with top management
emphasis, quickly took hold as a viable and effective program. As

a8 side henefit, SPACE proved to be a definite stimulus to the Em-

ploye Suggestion program. ,

Recognition activities were maintained at a highly satisfactory level
throughout all phases of the OWS program. Approximately 150 VIP
citations were approved and awarded annually to program top perfor-
mers. In addition two MDAC employes were selected as NASA Manned
Flight Awareness Honorees for each of the Skylab launches and

attended all associated activities at KSC as guest of NASA.

Special ceremonies were held at Huntington Beach to recognize the

outstanding accomplishments of the Skylab I and Skylab II crews.
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On each occasion the flight crews visited hundreds of employes in

their work stations and 75 of the mcst deserving OWS team members

were invited to witness the special presentation to the crew in the

executive conference room. Subsequently, a color reproduction of

the autographed Skylab photograph and flag, presented to the com-

pany by the crew, was in turn presented to the select group of OWS i

team members.

In addition to the foregoing motivational activities, a considerable
amount of program literature and miscellaneous motivational material,
received from NASA and generated in-house, was transmitted and cir-
culated routiiely to all MDAC departments and to critical suppliers.
Material so distributed included Skylab booklets, MFA brochures,
pocket inserts, crew photos, decals, bumper stickers, lapel buttons

and Awareness Newsletters.

CONCLUSIONS & RECOMMENDATIONS - In retrospect, the 3kylab OWS System
Safety Program is considered to have attained its objectives by g
providing for the welfare of the crew and the eventual success of the ‘
Skylab mission. Specific areas where 2ither new techniques were

developed or the state-of-the-art was challenged are highlighted é
below with respect to their effectiveness as well as some do's and

don'ts for future manned space programs.

A. Hazardous Materials Control - Methods were acceptable since crew
toxicity symptoms due to airborne chemical contaminants were
not reported for any Skylab mission. The initial OWS chemical e
contaminant load was great}y reduced due to the high temperature

bakeout and the multiple venting of the OWS atmosphere prior to
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SL-2 entry. This overheat continrency was a positive factor in
minimizing the offgassing of carbon monoxide and total organics

from the non-metallic materials for the life of the Skylab.

Flammable Material Control - This program was highly successful
and resulted in maximum development and usage of many new non-
flammable non-metallic materials; e.g., fluorocarbon rubber,

impregnated fiberglass materials of different types, cardboard,

etc.

Skylab design objective was to select the best non-flammable
material for the intended purpose. When & non-flammable mater-
ial could not be found, the recommended material was documented
and coordinated with the customer for concurrance. Rationale

was supplied to support this technicel judgement. Part of the
rationsle included showing the placement of the material on the
non-flammability map (MDAC drawing 1BTTO0l5) for assessment of
potential flame propagation. Some materials, to meet flamma-
bility requirements, may compromise flight crew comfort and there-

fore necessitated early coordination with the crew.

Microbial Contamination Control - Microbial sampling of OWS
surfaces prior to shipment to KSC demonstrated that the manu-
facturing cleanliness standards were very satisfactory in main-

taining a normsl microbial flora population in the OWS.
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SECTION 5 - TESTING PROGRAM

5.0

INTRODUCTICN - This section defines the scope of the Orbital Workshop
test program performed by MDAC-W. This reflects the baseline scope
of effort associated with the "Dry" launched Workshop concept and
also identifies that effort common to either the "Wet" or "Dry"

stage configurations.

The prime objective of the test program was to ensure that the

herdware and equipment furnished by MDAC-W fulfilled the objectives
stipulated in the NASA Mission Requirements Document I-MRD-001A and
the requirements of the OWS Contract End Item Detail Specification

CP2080J1C, The following testing was performed:

® Component and subsystem testing

a. Development
b. Qualification

¢, Production acceptance

Structural testing
Special and module testing
Spacecraft system testing (post-menufacturing checkout)

Integrated vehicle testing

Mission support testing

The following rationale was used by MDAC-W in the formulation of the

Orbltal Workshop Test Plan:

® Orbital Workshop considered one-of-a-kind experimentai vehicle,
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M : @ INDAC-W performed development and qualification tests on selected
‘ equipment and hardware to the extent necessary to provide or
cupport the technical justification for usage. Testing was

; accomplished on specific flight hardware or equipment categorized

as follows:

Vehicle Mounted Equipment and Hardware

® Category 1 - Equipment whose failure could adversely affect

By

: crew safety.

® Category 2 - Equipment whcse failure could result in not
achieving a primary mission objective but would

not adversely affect crew safety.

® Hardware and equipment evaluated at the Workshop system level
during vehicle or cluster checkout was considered ready for
flight where successful fulfillment of the design and mission

: objectives and requirements were achieved. Where analytical

models could be developed and evaluated for partizular items of

hardware and equipment, those items would not be subjected to

component or subsystem level tests prior to vehicle installation,

® Off-the-shelf hardware or equipment was not requalified to the
Orbital Workshop levels where analysis was performed to justify

their usage on the vehicle.
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Hardware or equipment qualified on the Saturn IVB environmental
leveis was not retested to the Saturn V vehicle levels, if

assessment showed that previous test levels were satisfactory

The test program was based on fulfilling the total Skylab
mission life objectives; however, in interest of cost effective-
ness full mission performance was verified by a combination of
both testing and assessment, except where analysis showed s
necegsity for long life or full mission duration testing. The
rationale for selecting testing end/or assessment to verify
elements of mission performance was documented in the Test and

Assessment Document (Reference MSFC-DRL-1T1A, Line Item G09).

Checkout and integrated testing followed a logical progression

to preclude iuvalidating tests or activities already accomplished,
and to facilitate fault isclation without interference from

other systems. Integrated system testing was performed at the
highest level of assembly possible to ensure that all equipment,
systems, and support equipment functioned properly in relation

to the totel mission.,

Verificetion of GSE design requirements was accomplished by
Production Acceptance Testing. No separate development or

qualifiecation testing of GSE was accomplished,



® Test Progrém Objectives - Implementation of this Orbital Workshop

Test Plan fulfilled the following objectives:

® Performed all tests necessary to verify flight readiness of the

Orbital Workshop hardware and equipment.

® Demonstrated that the Orbital Workshop hardware/equipment ful-
filled the requirements of the Contract End Item Specification

CP2080J1C,

® Test Categories - The categories of tests described in this report
are defined as: Development, Qualitrication, Production Acceptance,
Speciel, and Spacecraft Theckout and Integration Tests. A brief

descripvion of each type is presented,

® Development Tests - Hardware utilized during these test prc-
grams was either prototype or pre-producticn configurations
depending on the particular phase of design evaluation at the
time of program initiacion. Development testing was performed
to optimize hardware configuration and identify potential areas
of marginel design or performance. These tests also served to
determine and evaluate design feasibility, functional paremeters
and envirommental limitations. Development Tests also demon-
strated fulfillment of design obJjectives and requiremeats and
identified areas where design improvements would be required

prior to finalization of the production configuration.
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@® Qualification Tests - Qualification Tests were performed on pro-
duction hardware to demonstrate that the design and production
methods resulted in & product which fulfilled the design require-

ments esteblished for usage.

® Production Acceptance Tests - Production Acceptance Tests were
performed on all deliverable items of equipment to ensure that
production methods and quality control rroduced an article whrich

satisfied the design intent.

® Special Tests - The special test program consisted of those tests,
usually conducted at government facilities and/or subcontractor
facilities, and required MDAC-W hardware, software and techni~al
supporting personnel during the performance of specific phases of

each program,

@ Spacecraft Checkout and Integration Tests - This activity included
post-manufacturing checkout accomplished at Huntington Beach and
system verification at the KSC. The integrated cluster systems

testing was also performed at the KSC.

TEST REQUIREMENTS

General Requirements and Guidelines

o The primary objective of the coaponent and subsystem test program
was to ensure that the hardwere configurstion selected for flight

usage fulfilled the design requirements.
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The determination to perform development or qualification tests on
selected items of equipment and hardware was based on the com-
plexity and criticality of the specific item of interest. Design
verification .of certain items was made following deveiopment test-
ing only. The rationale used in establishing the depth and degree
of testing was to ensure total verifi_ation of design at minimal
program expenditure and schedule impact. The judgment to eliminate
development testing and prcceed directly into qialification was
made by assessing the omplexity and similarity of that item to

existing design and adaptation for Workshop usage.

Where certain items of egnipment and hardware were not subjected
to development or quelificetion testing, verification of design
was made during experiment integration, spacecraft checkout end
integrated system testing. iems verified in this manner included
those that required higher levels of assembly to properly evaluate

their performance.

Hardware or equipment identified as requiring dynamic testing were
subjected to the vibration and shock levels stipulated in the
Orbital Workshop dynamic criteria document - DAC 56620-C (OWS
mounted equipment). Any item of hardware and/or equipment selected
for OWS usage based on similarity to existing Saturn IVB Configura-
tion was reassessed to determine whether additional testing was

required.

5-6
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Hardware and equipment provided was designed to fulfill the require-
ment of 8-months of orbital life (Reference CEI Specification
CP2080J1C). Continuous operation environmental testing was
generally demonstrated only for the initial 28-day habitation
period; however, full or compressed mission duration life cycle
testing was conducted when, the test essessment indicated further

testing was required.

Flammability testing at the components and subsystem levels were
conducted., Material evaluation tests were performed in accordance
with the requirements deiined in CEI CP2080J1C. Same of these

tests were performed in the MSFC facilities.

The general policy for conducting Electromagnetic Compstibility
(EMC) tests was to evaluate hardware and equipment at the highest
level of assembly wherever possible. EMC testing conformed to the
requirements delineated in MIL-I-6181l and MDAC Specification

No. 7883817-501,

PRy

5.1.2 Documentation and Control Requirements of Component and Subsystem

Testing

@ Ccmponent Test Control Authority (CTCA) - The general testing

——

requirement for any MDAC-W or supplier tested item was denoted on
Forms 850-T (CICA) which were used as the control document during
each specific test program. A CTCA was prepared for each item of

hardware and equipment.
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® Test Control Drawing (TCD) - A TCD was prepared for each of the

items subjected to component or subsystem testing at MDAC-W. The
TCD was the engineering regquirements document used as the basis
for the preparation of a Test Procedure Drawing (TPD), when

required.

Test Procedure Drawing (TPD) - The TPD, when required, was pre-
pared by either the testing laboratory or design section. It
outlined the detailed procedure for performance of the test and

was prepared in accordance with the authorizing TCD.

Specification Control Drawing (SCD) - An MDAC-W Specification
Control Drawing was prepared for each item supplied by suppliers
on deliverable items of equipment and herdware. ‘Section 4 of the
SCD defined those test requirements to be verified by the supplier
to support design usage including Development, Qualification and
Production Acceptance testing. For each test, a test procedure
document was required to be submitted to MDAC-W for approval

prior to start of testing. MDAC-W Engineering and Quality Control
monitored the testing at the suppliers facility to verify all test

requirements were met.

Qualification Test Controls - The qualification tests were con-
ducted by MDAC-W Development Engineering with optional surveill-
ance by NASA or its representative in accordance with the

tollowing:

.
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The TCD was prepared for each of the items to be subjected to
testing. The TCD was the engineering requirements document
defining each test condition and environment per CTCA form and
used as the basis for preparing a TPD, as required. In certain
cases, it was necessary to make redline changes during the test
activity. These changes were reflected in a subsequent TCD
revision. All redline changes were approved by a representative
of the Contractor Design Technology and coordinated with an

authorized NASA RMO Representative.

NOTE: When supplier tests were conducted, the procurement
specification completely defined the engineering test
requirements and provided for all anticipated environ-
ments to which the component may be exposed during the

life of the component.

@® Test Failure/Anomaly Reporting - When a failure occurred during
development testing, the resolution was the responsibiliity of

MDAC-W Development Engineering.

During the Qualification Test Program, should & component/module
fail to perform in accordance with test requirements of the TCD

or TPD, the contractor would immediately instigate an investigation
or diagnostic test to determine the cause of the anomaly. If it
was determined by the contractor that a true failure existed,

i.e., the component/module would not meet the test requirements
when subjected to proper test conditions, the NASA RMO was verbally
notified within one working day of the contractor's determination

of failure. A Failure Report (FR) was generated by MDAC-W
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Quality Assurance as requested by MDAC-W Development Engineering.
Test anamelies other than failures were documented in the Test
Log Book., Adjustments or equipment replacement was permitted
during an operation only if they were part of the normal use

cycle.

Test Status - Test status of all component/module tests was pro-
vided to NASA on a monthly besis. The status was presented in
the form of MDAC.W work plans. These plans were the in-house
working plans utilized by the MDAC-W for prcgram mansgement and

assessment of performance.

Change Control - The test specimen quantity, configuration, and

testing environments for each component and subsystem test adhered

to the requirements defined in the appropriate CTCA form. MDAC-W
changes occurring during the Development Test Program as to con-
figuration, additions or deletions to test environments or speci-
men quantity were denoted in revision CTCA forms and submitted to
the NASA Resident Management Office as information. Changes to
Qualif.cation Test CTCA forms and the addition or deletion of
Development and Qualification Test line items were authorized by
mutual approval of a revised CTCA under cover of a Test Plan Change
Form. If MDAC-W notified NASA that the revision was a major change
in scope, a change order was issued directing the change. Test
Plan changes resulting from Class I OWS flight hardware changes
vere submitted to NASA by the ECP submitting the hardware change

(reference paragraph 6.2.2.2 for Class I change definition).
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® Certificatior of Component Acceptance - Certificates of Component
Qualificaticn were prepared for all items in criticality cate-

gories 1 and 2 prior to Pre-Flight Readiness Review.

® Data Submittal Requirements - Data submittel to the Contracting
Agency during the MDAC-W period of performance was in accordance

with tre Data Requirements List MSFC-DRL-171 (DRL).

5.1.3 Documentation and Control Requirements - Spacecraft Systems and

Integrated Vehicle Testing

® Documentation - In order to ensure a complete and adequate check-
out was performed, a series of support documentatior. was provided.

Documentation was as follows:

® Checkout Control Plan - The 1B79321 Checkout Control Plan, an
internal MDAC-W Engineering document, provided advanced checkout
planning for both Huntington 2each (HB) and Kennedy Space Center

(xsc).

The final release of this document was an "A" Revision, dated
4 August 1970. Subsequent planning was incorporated in Test
Outline Drawings (TOD's) and the 1B83429 Test and Checkout

Requirements, Specifications and Criteria Document (TCRSC).

® Test and Checkout Plan (TCOP) - The TCOP was & matrix listing
which correlated the HB test requirements contained in the TCRSC,
the TOD's and the Test and Checkout Procedures (TCP's). Each
requirement identified in the TCRSC Document as applicable for

HB checkout was listed in the TCOP, A matrix was completed

S=11
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which indicatec¢ the TOD's and TCP's that satisfied the require-
nments during HE checkout. Only the TOD and TCP numbers and
titles were identified. Detailed paragraph identification was
not included. A TCCP was also prepared at the KSC tc¢ verify all

TCRSC requirements were met.

Test and Checkout Requirements, Specifications and Criteria
Document (TCRSC) - A TCRSC Document was prepared in accordance
with Line Item JO8 of Data Requirements List (DRL) - 171A. This
document specified OWS test requirements for both Huntington
Beach and KSC checkout. The test requirements were divided

into sections for each OWS system and subsystem.

The test requirements necessary to verify system and subsystem

operations were listed along with associated acceptance criteris

for both Huntingtcn Beach and KSC, If a test requirement was

not applicable at one of the test locations (HB or KSC), this ;
was &lso indicated. These requirements included the necessary

information to suppcrt OWS checkcut in the HB Vehicle Checkout g
Laboratory (VCL) CWS checkout and prelaunch checkout cperaticns

at the K&C, The TCRSC required the NASA approval.

Area Control Drawing (ACDC) - ACD's were prepared and utilized
to authorize, document and plan the conduct of the OWS and GSE

testing ir the VCL. All Test and Checkout Procedures and

Mt AR ey Bl e e

Handling and Checkout Frocedures required to verify, handle
and transport the Spacecraft and GSE were included. General

test policy, objectives, safety requirements and test sequence

ol il I
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were also included. Authorization for usage of ACD's was by
Manufacturing Planning Assembly Outlines (AO's). ACD's were
subritted to the Resident NASA Management for approvael prior

to utilization.

Test Outline Drawings (TOD's) - TOD's were prepared in accord-

ance with Line Item J24 of DRL-1T1A.

A TOD was prepared for each TCP thet was accomplished during
HB checkout. The TOD's were updated until the release of the
corresponding TCP after which time no additional releases were
required. These documents included the checkout flow and
operations for each procedure to a depth necessary to specify
the basic operations for each procedure to a depth necessary
to specify the basic operations to be performed. Test pre-
requisites, facility support, ground support equipment (GSE)
support, and other significant support information were
included. Detail checkout operations (e.g., connect, dis-
connect) and GSE interface operations were included. The
information contained in the TOD's provided the information
from which the detailed TCP was prepared., In the case of
autamatic tests, the TOD contained sufficient detail informa-

tion required to generate the asutomatic portion of the TCP,

The principal engineering design discipline responsible for
each uost was responsible for coordination of inputs from all
other disciplines, the collation of the inputs, and the prep-

aration of the respective TOD and TCP. Each design discipline
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ensured that its individual requirements for each test was
recognized by the responsible discipline and incorporested into
the test sequence. 'TOD's were submitted to the NASA for review.
TOD's were prepared and utilizec at the KSC in the same manner

as noted.

Test and Checkout Procedures (TCP's) - The TCP's were prepared

in accordance with Line Item JOl1 in DRL-1T1A,

These procedures identified the step-by-step checkout to be

performed during the HB operations.

The TCP's were used to perform the tests and provide the buyout
documentation for acceptance of the OWS., TCP's were prepared

and utilized at the KSC in the same manner as noted.

GSE End Item Test Plan (EITP) - The GSE EITP was contractually

required by Line Item JOL of DRL-1T71A.

The GSE EITP contained a column listing of each item of GSE
used to support OWS checkout and handling operations at HB.
Included in the listing were the GSE model number and title
along with identification of the procedure used to verify proper

operation of the model.

Test Management - The MDAC-W Development Engineering Vehicle
Checkout Laboratory (VCL) functional organization, was responsi-
ble for menaging and performing Spacecraft checkout operations
at Huntington Beach (HB). This organization was responsible

for:

5-14
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Verifying configuration before starting OWS checkout.

Assuming and retaining custody of the OWS from initiation

of checkout operations until turnover for shipment.

Spacecraft modifications required to meet mission peculiar

requirements.

Planning, organizing, directing, and controlling assigned

checkout tasks.

Updating, modifying, maintaining, and testing test and
support equipment, and assuring necessary calibration was

asccomplished.
Ensuring safety of personnel and hardware.

Maintaining an effective training level of checkout

representatives,

Plenning and controlling checkout area cost and budget

requirements.

Maintaining lieison with the NASA Resident Management as

designated in program requirements.

Generating and retaining objective evidence in the feom of
test records to verify or establish that the test require-

ments were met,

5=15
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The MDC G2427, Huntington Beach Vehicle Checkout Laboratory
Operating Plan, identified: (1) applicable management
directives associated with directing the VCL operations,

(2) supporting MDAC-W elements who provided personnel, skills
and services, (3) custody turnover requirements from manu-
facturing to the VCL, (L) applicable Test Plans/Specifications,
(5) work scheduling requirements, (6) test team structure,
(7) test conduct, (8) hardware configurastion control, and

(9) test problem reporting system, ete. This plan was a more
comprehensive document than was normally required for a nust-
manufacturing checkout because of the many interfaces between

the various NASA canters and experiment developers,

Special Operating Instructions (SOI's) were released to define
operating procedures for use by all personnel assigned to the
VCL. S0I's were written to interpret and implement the in-
tent of MDAC-W Management Directives or to provide operating

instructions where existing directives did not apply.

Safety aspects of the VCL operations were specified in the

following:

@ The 1B88179, B Revision, OWS Safety and Retreat Operating
Instructions, A3-VCL, specified redline monitor instructions
and retreat procedures to be followed in the event emergency

action was required during OWS operations.

5-16
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® The MDC GC937, OWS Safety Brochure of the Vehicle Checkout
Laboratory, Huntingtcon Beach, dated November 1971, speci-
fied the safety rules and procedures to be observed by all

personnel engaged in checkout of the OWS in the VCL.

In order to ensure timely release of Test and Checkout Pro-
cedures (TCP's), verify all test requirements were included,
and to improve TCP coordination with the NASA, an OWS Review
and Revision Plan was implemented. Initial release of T(CP's
was scheduled no later than test minus four (4) weeks. TCP's
implemented the requirements of Test Outline Drawings (TOD's),
satisfied test requirements previously approved by the NASA,
and were thoroughly reviewed by affected technologies. Test
time minus three weeks a review meeting was held with repre-
sentatives from affected technologies and the NASA. NASA
approval letter was prerared and transmitted to MDAC-W
approving TCP contingent on incorporation of initial review
meeting agreements. Review comments were incorporated into
TCP by firm letter change release. A final review meeting
was held at test minus one (1) week. Procedure changes re-
sulting from final review meeting were incorporated into alil
test team copies by Procedure Change Instructions (PCI's).
Inspection and men/machine interface stamps (Snoopy)

MAN-
MACHINE wvere applied to TCP Inspection Master.

VERIFICATION CREW SvETOME
The Snoopy was a symbol used to indicate that a crew systems
engineer had a requirement to perform a functional test to

properly evaluate whether the action met the loads and hand-

ling capabilities of a flight crewman. Inspection master
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procedure vellum was then approved by the NASA and MDAC-W

personnel. Real time procedure changes were also incorporated

by the PCI method.

Overall responsibility for the Saturn Woukshop Skylab (SWS)
program at the KSC was the NASA Kennedy Space Center (KSC)
Spacecraft Operations (S0). Skylab Preflight Operations

Procedures (POP's) were esteblished to define Contractor

Interface Guidelines for SWS Spacecraft Opera:ions at tlLe KSC,.

Documentation and Control Requirements - Mission Support Testing

® Action Requests generated to solve Mission problems generally

flowed from Johnson Space Center (JSC) Flight Operations Manage-
ment Room (FOMR) to Huntsville Operations Support Center (HOSC);
however, requests were sometimes phoned directly to the MDAC-W
Mission Support (MS) Room Captain (RC). Each action was assigned

& unique Action Item Number,

Action Requests requiring use of the OWS Backup or Component and
System Hardware to resolve a Mission problem resulted in prepara-
tion of a Mission Support Test Request (MSTR) by the RC. A
responsible,engineer was assigned. The engineer was responsible
for preparation of the MSTR Test Plan, coordinating test require-
ments, within MDAC-W and with MSFC, participating in the test when
required, providing the solution to the Mission problem, and com-
pleting the action item form. Action Requests and associated
MSTR's are presented in Figure 5.1-5. The MSTR, with Test Plan

included, was submitted to thc VCL Program Manager and the NASA
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Senior Vehicle Systems Checkout Representative for approval prior

to commencing any hardware activities. The MSTR was ther submitted

to the affccted technology Task Leader. The Task Leader imple-

mented the requirements of the MSTR on a Test Preparatiorn Sheet

(TPS) and ran the test. All other agencies supported preparation

of the TPS and performance of the test as required. At the com-

pletion of the test, the Task Leader was responsible for subm’tting

the results of the test to the responsible engineer/Room Captain

and preparing a final report.

The documentation utilized during Mission Support special tests

were:

Mission Support Arza Control Drawing. MSACD's provided the
means to authorize, direct, control and document special tests

requested by a MSTR.

Test Preparation Sheets - TPS's were generated by the Ergineering
Task Leader to implement the requirements of the MSTR. TPS's
included but were not limited to the following:

@® Pre-test setups

® Recording requirements

@ Test instructions

@ Temporary conflguration changes

® Authorization for removals/disconnections

® Inspection buyout for applicable details associated with

returning the Spacceruaft back to original configuration, and

retest of invalid .ed subsystems.

® Identifying Menufacturing Planning reguirements
5-19
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©® Norn~Conformances - Non-Conformances were documented in accordance

with Quality Assurance 3tandard Practices.

© Documentation - Mission Support Test dozuments were maintained by
Quality Control during Mission Support (MS). At the completion
of MS, all special test documentation was transferred to Quality

Data Records File.
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5.2

5.2.1

5.2:1-1

COMPONENT AND SUBSYSTEM TESTING

This section enumerates the development and qualification tests
performed on the component and suosystems. Provided is a listing
showing the quantity and types of tests with the corresponding
report number that contains all of the test data. A brief is
provided that describes the general purpose of the tests. For
detailed test description and discussions on significant anomalies,
reference is made to the Tests Section within each subsystem in

Section 2.2 of this report.

Development and Qualification Testing - For purpose of clarity, the

development and qualification testing which was performed is grouped
in accordance with respective functional OWS hardware breakdown struc-
ture. Tests which were not compatible with this grouping because of
scope and method of accomplishment are defined as special tests in
Paragraph 5.4 of this report. Major functional groupings are listed
below:

o Crew Accormodations

o Habitability Support Systems

o Electrical Systems

0 Illumination System

o0 Communication System

o Data Acquisition System

0 Thermal Control Systems

o Thruster Attitude Control System

0 Corollary Experiment Accommodations

Crew Accommodations -~ This portioﬁ of the test program verified the
integrity c¢f the crew quarters, astronaut aids, crew safety provisions

and the orbital maintenance provisions.
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Testing of items in this category were initiated early in the OWS

program and many completed prior to the conversion from the "wet"

to "dry" concept.

"dry" version.

Twelve of these tests remained applicable to the

o Crev Quarters - Tests applicable to this area encompassed the

floor, ceiling, compartmentization, viewing window and color

scheme.,

qualify the crew quarters.

Listed below are Test Line Items used to develop and

Line Report
Title Item Type Start Completion Number
Floor Panel CA-1 Dev 08/14/6( 10/06/67 T™-115
Floor & Wall (k4.2 Grid) CA-2 Dev 10/16/67 02/15/68 T™M-123
Wall & Floor Grid Splice CA-3 Dev 12/18/67 12/27/67 TM-12k4
Thermal Curtain & Ceiling CA-4 Dev 12/15/67 12/31/68 MP-51694
Green Alodine Coating CA-5 Dev 03/15/68 10/28/69 DAC-62115
Coating Al Foil MD-19 CA-6 Dev 08/04/6T 12/05/67 DAC-62116
Color Anodic Films CA-T Dev 02/26/68 12/16/68 MP 51,386
Viewing Window & Instal CA-18 Dev  11/16/70 08/20/71 G3865
Viewing Window & Instal CA-19 Qual 08/18/7T1 12/07/71 G3761
View Window Int Shield  CA-2T Dev  09/27/T1 0L/07/72  G3372

o Astronaut Aids - Items tested in this category

involved both fixed

and portable aids including handrails, tether attachments and foot

restraints.

items.

Insulated Plug Assembly
Portable Foot Restraints
Portable Hand Hold
Tether Attach Pin

CA-8 Dev
CA-9 Dev
CA-10 Dev
CA-11 Dev

522

08/14/68
09/03/68
06/17/68
06/24/68

05/02/69
07/11/69
06/21/68
06/25/68

The tests noted below cover the development of these

TM-131 R1
TM-190
TM-188
TM-184




o Crew Safety Provisions - Testing in support of c¢crew safety
provisions consisted of development cad quslification of the fire
protection and meteoroid shield deployment systems. Test Line
Items CA-5, CA-6 and CA-T noted under crew gquarters, :c"eloped
the fire retardant coating utilized. 1In addition, testing was
accomplished on the foam insulation appliec to the common bulkhead

dome under Line Item CA-21

Line Report
Title Item Type Start Completion Number
Foam Insulation CA-21 Dev 06/11/70 09/22/70 TM-138

Listed below are those Test Line Items that developed and qualified

the deployment of the meteoroid shield.

Meteoroid Shield Rel Sys CA-12 Qual 04/21/7T1 05/19/71 R689012
Exp Tube/CDF & EBW CDF CA-13 Dev 06/23/69 0T/25/59 R65T3A

Exp Tube CA-14 Dev 01/17/68 09/12/69 R666L
Exp Tube CA-15 Qual 02/19/71 04/29/71 R68TOA
*Expand Tube & Strap Assy CA-28 Dev 07/12/71 09/0L/T1  Gko022
Exp Tube/Strap Assy CA-30 Qual 03/08/72 ol/1ik/72 RTOL2A

Exp Tube/Strap Full Scale CA-31 Qual 01/11/72 02/10/72 R7043
Meteoroid Shield Post Inst CA-32 Dev 12/13/71 01/31/72 G3373
Meteoroid Shield Deploy
Latch CA-34 Dev  02/17/72 0T/19/72 G337

o Orbital Maintenance Provisions - Since most orbital maintenance
logistics spares vere stored in storage containers, it was necessary
to demonstrate that this equipment could withstand launch and boost
dynamic load environments. The Test Line Item noted below was
utilized for this purpose.

Spore Equipment Stow CA-16 Qual 09/20/T1 05/13/72 CLl12
Container Vol, I,
II & III

*Tegted a% supplier.



5.2.1.2 Habitability Support System -~ The habitability system consisted of

many major subsystems requiring extensive development and qualifi-~
cation testing prior to flight of the OWS. In addition to these

test line items, Neutral Buoyancy and Zero-Gravity testing, identified
in Paragraph 5.4 as Line Items ST-1 and ST-2, were conducted at MSFC.
Some design verification was accomplished on the spacecraft with

crewv participation during post-manufacturing checkout.

For the prupose of this report, the Habitability Support System was
composed of the following subsystems: Crew Restraints, Waste Manage-
ment, Water, Personal Hygiene, Food Management and Refrigeration,
Trash Disposal and Vacuum provisions.

0 Crew Restraints - Crew restraints were evaluated and developed by
Test Line Item HS-1. These included Food Management Compartment,
Pressure Suit Foot, Portable and Fixed Foot, Sleep and Equipment
Restraints. In addition to the one "G" tests at Huntington Beach,
these restraints were testcd in neutral buoyancy at MSFC facilities.
Sleep restraint stowage testing was initiated under Line Item HS-69
and subsequently stopped due to material change and testing

accomplished at MSFC. Below are Test Line items involved.

Line Report
Title IJtem Type Start Completion Number
Crewv Restraints HS-1 Dev 11/03/69 07/27/71 R6901
Sleep Restr Assy HS-69 Dev 02/02/72 02/03/72 N/A

52
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0 Waste Management Subsystem - The subsystem provided the hardware
necessary for safe, effective and hygienic collection, processing,
stowage and return or disposal of all waste products for the three
Skylab missions. Below are listed the development and qualification
test line items applicable to this subsystem including some supplier

tests.

Line Report
Title Item Type Start Completion Number

Waste Management Subsys HS-2 Qual O7/15/7T1 11/21/72 G41T76
#Zero-G Fecal Collector HS-3 Dev 11/01/69 OL/1L4/70 TM-192

*Waste Collector & Proc HS-4 Dev 12/07/70 06/28/72 TM-198
*Urine Processor & Stor HS-S Dev 11/03/69 03/05/70 TM-199
Apollo Blower HC -27 Qual 02/16/70 07/20/70 R6690A
*Apollo System HS-28 Qual 07/08/70 08/17/70 TM-195

*Waste Management Odor Ccnt HS-3L Dev  06/30/7T1 11/19/71 TM-203
*UCMSS - Prelim Spec Tests HS-39 Dev 07/28/70 10/06/70 TM-193

Urine Freezer HS-41 Qual 11/08/7T1 03/28/72 R7038

Urine Sample Return Stor

Container HS-42 Qual OL/28/72 07/13/72 G3973

*UCMSS - Two-Bag Urine HS-51 Dev 10/27/70 11/13/70 TM-196
*Urine Centr Sep Assy HS-55 Dev 06/21/71 01/28/42 TM-204
#Centr Sep (Plexiglass) HS~-60 Dev 07/20/71 09/21/7T1 TM-206
Two Bag Urine Tracer

®erification HS-61 Dev 11/29/71 02/25/71 TM-205

Centr Sep Collect Subsys. HS-62 Dev 09/18/71 08/16/72 Gh132
Urine Freezer/Tray Frost HS-64 Dev 06/09/71 06/15/71 R688S

Urine Freezer (Urine &

Blood HS-85 Qual 06/29/72 10/05/72 GLl150
Urine/Blood Sample Return
Storage Container HS-86 Qual 10/16/72 10/27/72 GulS52

Urine Subsystem-Redesigned HS-89 Dev 10/25/72 12/15/72 GLl98
Urine Subsystem-Redesigned HS-90 Qual 12/08/72 04/09/73 G4199
Urine Bag Assy HS=91 Qual 01/17/73 02/12/73 34196

#Test accomplished at Supplier.
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NOTE: Expendable storage and dispensing equipment which

included collection bag supply module, bag dispenser,

utility water dispenser, and storage containers were

evaluated during the qualification test of Waste

Management Subsystem, Line Item HS-2.

o Water Management Subsystem - Two separate installations of the

Water Subsystem were made in the OWS - One for personal hygiene

and one for food management. These provided capability for storage,

supply, conditioning, dispensing for food and beverage preparaticn,

drinking and body cleansing during all missions.

HS-T qualified the water management subsystem.

Test Line Item

Line Item HS-9u

was the qualification test initiated on a redesigned water heater

with CAL-ROD type element for use in the OWS Backup spacecraft.

Listed below are the tests performed to develop and qualify this

major subsystem.

Line Report
Title Jtem Type Start Completion Number
Water Subsystem HS-T Qual 11/02/T1 06/15/73 G419k
Water Storage Assembly HS-8 Dev 09/16/70 11/10/72 ?hi?;IVOL
Food Reconst Disp Unit HS-10 Dev  03/02/70 07/0T/71  R6915
Drink Water Dispenser HS-11 Dev  02/10/70 08/16/71 R6938
*Water Heater HS-12 Dev  09/29/T1 06/04/T1  G39u5
Microbiological Eqp HS-14 Dev  12/01/70 05/2a/72 G156
Per Hyg Water Disp HS-16 Dev  07/22/70 09/16/70 RAT60
*Water Storage Cont Bel HS-32 Dev  12/17/70 03/12/71  G3611
Heater Controller HS-46 Dev  03/29/71 06/11/71  R68TS
Urine Sep Flush Disp Assy HS-56 Dev  09/27/71 01/31/72 R6989A
Water Deionization Assy HS-59 Dev  12/08/T1 07/12/72 G4181
Water Heater HS-94 Qual 08/02/T3 11/27/73 RT228

*Tested at Supplier.
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Personal Hygiene Subsystem - There were two types of personal
hygiene equipment utilized during the Skylab/Orbital Workshop
missions. These were either individual or common personal hygiene
equipment. Qualification was accomplished under Test Line Item
HS-1T at the subsystem level. In addition, neutral buoyancy and

zero gravity tests were accomplished at MSFC.

The washclota squeezer was developed under Line Item HS-48 but

qualified iuring the water subsystem test, HS-T.

Below are the tests conducted on this subsystem. .

Line Report
Title Jtem Type Start Completion Number
Per Hygiene Subsystem HS-1T Qual 09/14/T1 01/19/72 R6993

Cleansing Solution Test HS-33 Dev  02/23/70 0L/03/70 R6T03
Wash Cloth Squeezer Assy HS-L8 Dev  OL/05/71 05/23/72 R7062

Biocide Wipes HS-TL Qual 06/12/72 oOL/2k/73  RT067

Food Management and Refrigeration Subsystems - These subsystems
provide the equipment and supplies required for the storage,
preparation, consumption and preservation of food and disposal

of food wastes and wrappers. The urine freezer tested as Line Items
HS-U1 and HS-85 is noted under the Waste Management Subsystem;
however, it is functioned by the Refrigeration Subsystem. Below
are noted the development and qualification testing of the elements

of these subsystems.
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Line Report
Title Item Type Start Completion Number
Refrig Subsystem HS-19 Qual 92/05/71 01/12/73 G180
Radiator & Plume Shield HS-31 Dev  05/25/T1 O0OL/20/72 RT060
Pump Logic Control HS-35 Qual 11/17/T1 03/20/72 R696T
Radiator Bypass Valve
Controller HS-36 Qual 03/21/72 07/13/72 Ghook
*Pr Rel Valve, RTC HS-66 Dev  08/11/T1 09/14/71  Sterer
DTR-29450-54
Bypass Control Monitor  HS-T6 Qual 05/03/72 06/06/T2 RT0T3A
Radiator & Plume Shield HS-TT Dev  03/11/72 01/23/73 Gh23k
#*Potable Water Chiller HS-T8 Dev  02/28/72 05/09/72 GLOBT
Coolant Pump Inverter HS-86 Qual 01/02/73 02/08/73 Gk193

0 Trash Disposal Subsystem - This subsystem included the collection

and disposal equipment necessary to remove trash and garbage from

the LH2 tank of the workshop and expel it into the LOX tank area,

This was accomplished by means of an airlock located in the common

bulkhead. Testing was performed on the bags utilized to contain

liquids and solids expelled through the airlock (HS-67) as well as

the scresns, baffles, gage and the trash airlock itself,

Below are

listed the test line items utilized in verifying the design integrity

of this subsystem.

Line Report
Title Item Type Stert Completion Number
Trash Disp Airlock HS=2U4 Dev 09/28/10 11/08/T1 G336k
Trash Bags HS-6T Dev  07/15/7T1 05/19/72 GLO94
Waste Tank Screen HS-73 Dev  10/15/71 01/14/72 RTOLO
Pressure Gage, Trash
Disposal Airlock HS-T5 Dev  12/20/71 02/09/72  G3377
Waste Tank-Screen Baffle HS-81 Dev  03/03/72 03/31/72 R7T039

*Tested at Supplier.
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o Vacuum Provisions -~ These provisions were provided in the Workshop
to provide vacuum discharge and shutoff capability for various
items of equipment and experiment support. 1l-inch and 1/2-inch
ball valves were utilized in the Waste Management Compartment to
accommodate the urine and processor dump systems, waste mansgement
and wardroom water systems and the waste management dump system.
These valves were also utilized for shutoff capability to the
Lower Body Negative Pressure (LBNP) experiment, and vent refrigeration
coolant leaskage into the waste tank. Testing of the components and

subsystems were accomplished by the following line items.

Line Report
Title Itam Type Start Completion Number
Vac Outlet Valves HS-25 Dev 08/29/68 03/19/70 R6358
Vacuum Outlet System HS-26 Qual 10/18/T1 05/20/72 Ghl117
1/2 Inch Vacuum Vlv HS-65 Qual 01/17/72 CW/26/72  RTO065
Condensate Dump Syst HS-80 Dev 06/30/72 08/15/72 G4203
Heater Probe/AM Cond
Dump System HS-87 Qual 10/19/72 01/26/73 Gh20k
Htr Probe Back-up HS-92 Dev 01/14/73 01/31/73 Gh205

5.2,1.3 Electrical Systems - The systems associated with the Workshop electrical
power generation, distribution and control are contained in this section.

There are three major divisional breakdowns involved: Launch Support

Electrical System; Electrical Distribution and Contrcl; and the Solar

Array System.

o Launch Support Electrical System - This operated only during launch
and ascent phases of the OWS mission and remained passive subsequent
to orbital insertion and Instrument Unit (IU) power down. Hardware
utilized was previously qualified for the S-IVB stage; however, the

system uas verified during cluster testing at KSC.
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0 Electrical Power Distribution and Control - Electrical energy is
provided by the Solar Array System /SAS) with power conditioning
accomplished bty equipment installed in the Airlouk Module (AM).
Single voltage DC power is then regulated and transferred intc the
Workshop electrical power distribution and control system where

final distribution to end items of equipment is made.

The following tests were conducted to ensure design suitability
and verification of the electrical system which supplies rower to

each of the Orbital Workshop components.

Line Report
Title Item Type Start Completion Number
LH, Wicking & Ign ES~1 Dev 07/12/6T 07/29/6T R6088
Cryo Mat Eval ES-2 Dev 11/06/6T 03/11/69 R613L
Zero G Conn ES-3 Dev 02/06/69 07/30/T1 R6548A
Zero G Conn ES-b  Qual 05/06/70 02/03/72 R69TOA
Forward Dome Test ES-5 Dev 04/01/70 05/28/70 G2071
Cont & Displ Panel ES-6 Dev 03/19/70 06/09/T0 R6696A
Cont & Displ Panel ES-T Qual 10/11/T1 06/15/72 Gho023
OWS Relay Modules ES-11 Qual 05/03/T1 10/29/7T1  R6943
30 Amp G.P. Relay ES-13 Qual 06/10/T1 0T/08/71 R687TT
WMC C & D Panel ES-14 Qual 10/21/71 12/16/71 R6939
Module, Isol. Diode ES-15 Qual 05/09/72 06/09/T2 RT053A
Series Reg Module ES-16 Qual 05/15/72 06/06/72 RTOSL

0 Solar Array System (SAS) - The Solar Array was the primary source of
electrical power for the Orbital Workshop. The test program conducted
to develop the SAS and finally qualify it for flight consisted of
development testing and qualification testing of array panel assemblies,
array deployment mechanisms, and passive vent module. This testing was
followed by a qualification test of the entire SAS wing assembly to
verify that mechanical integrity of the array structure and equipment
would withstand the launch and ascent dynamics of vibration, shock and
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acoustics., The assembly was subjected to the launch dynamics in

the stowed position and verified the deployment performance from
initiation of the ordnance actuated beam/fairing release mechanisms to
full extension of the SAS wing section. Counterbalances during ex-
tension were utilized to negate one "G" loads. The following is a

list of all SAS testing.

Line Report
Title Item Type Start Complegion Number
#*Solar Cell Panel SA-1 Qual 0T/12/7T1 01/26/72 GhO039
*One-Third Wing Assy SA-2 Dev 07/01/70 03/21/72  GhoT8
SAS Pwr Unit & Comn SA-3 Qual 11/22/71 01/07/72 G3999
#*Solar Array System SA-4 Qual 03/31/72 07/11/72  Gho32
CDF Manif Install SA-5 Qual 10/23/70 11/16/70  R6T88A
Solar Cell Panel SA-13 Dev  08/14/70 09/22/70 SASL-3082
Wing Rel Mech Tube SA-14 Dev  0L/23/70 02/19/T1  R6835
Wing Rel Mech Exp Tube SA-15 Dev  0T7/12/71 08/30/71 Glok9
*Hinge Assy Beam SA-16 Dev  10/07/70 0u/28/72  GL050
SAS Beam Rel, Exp Tube SA-1T Dev  01/08/T1 05/14/7T1  R689L
*Actuator/Damper SA-18 Dev  10/12/70 03/25/T71 T™-T
*Actuator/Damper SA-19 Qual 02/18/72 0T/18/72 GhobT
#Act/Damper W/Brkn Spring SA-20 Dev  06/02/T1  06/15/71  GLOOO
Mag Rel Vent Module SA-21 Dev  12/18/71 02/18/72  RT0M
*SAS Vent Module SA-22 Dev  01/03/72 05/30/72 GLoL6
®SAS Vent Module SA-23 Qual 0W/19,72 05/31/T2  G3950
*Cinch Bar/Seal SA-26 Qual 0T/05/T2 07/20/72  G3932

5.2.1.4 Ilumination System - The OWS illumination system which provides in-

ternal lighting units for crew quarters, work areas, emergency use and

#Tested at supplier.
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5.2.1.5

experimental support operations utilizes a common lighting unit which
was subjected to a component qualification test designed to demonstrate
that the design objectives were fulfilled; however, a possible low input
voltage operating mode was defined which could prevent light operation
or cause possible damage to light. To overcome this problem, a design
change was implemented to add a capacitor circuit and a case extension
to house it. The redesigned lighting unit was qualified by Line Item
IS-T. In addition to the component tests listed below, total system

verification was accomplished during vehicle post-manufacturing checkout.

Line Report
Title Item Type Start Completion Number
Gen Illum Light IS-1 Qual 05/07/T1 12/17/7T1 R6924
Gen Illum Light IS-T Qual 06/16/72 09/26/72 Gk155

Communication System - This section is corcerned with elements assoc-
iated with crew communications. The telecommunication system and
inter-communication systems are both a part of the Airlock Module and
wvere designed and tested as part of that effort. The interface of the
two systems is by means of inter-communication (intercom) boxes
supplied as GFP and installed in the Workshop area. Verification
testing of the intercom was accomplished during post-manufacturing

checkout defined in Paragraph 5.5.

The Caution and Warning (C&W) system is providec for alerting crew to

out-of-tolerance and emergency conditions by visual and/or audible
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5.2.1.6

signals. This system was verified during . »acecraft and integrated
systems testing and since the alarms ari displays are pari of the R
control and display panel, these were verified during teat Line Items

ES-6 end ES-T.

The following test line item was conducted to verify the str.ctural

mounted components of the communication system.

Line Report

Title Item Type Start Completion Number )
Structural Mtd Cons Comp CS-3 Qual 06/14/71 05/2u4/72 G3996

Data Acquisition System ~ This system included transducers, excitation
and signal conditioniing, multiplexing, and on-board data displays. Data
wac acquired during the launch and ascent phase from various Workshop
system operations as well as the caution and warning system. This data
wag transferred to the Airlock Module (AM) telemetry system cr to the

Workshop contro. and display panel. Electrical vower for the data

T T

acquisition system was supplied directly from the AM and wau electricaily
independent of the Workshop electrical power disuc)bution and control
system. The data acquisition system was made up of launch support data,
Orbital Workshop (OWS) data, on-board data display end HSS data systems.
o Launch Support Data System - Monitored the launch, ascent and early
orbit system parameters vital to the success of that phase of the
mission. All components of t4uis system, except the multiplexer, were
previously qualified and flown on the S-IVB stage. The multirlexers
were utilized during the Gemini program but additionally tested as -~{

Line Item DA-1 to meet the Workshop launch and ascent iynamics Jevels.
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The forward signal conditioning panel was tested in four phases
as Line Item DA-3. The first two phases included lightly loaded
and fully loaded panels tc various environments. The last two
phases of this test were initiated to increase temperature ranges

and to eval ate the redesigned 5Vdc excitation module.

Line Report
Title Item Type Start Completion Number
"Mult Sigr Cond-Gen DA-1 Dev  Unknown 07-07/69 EMR-2175-02
Fwd Sign Cond Panel DA-3 Dev 08/19/70 02/08/T1 R6T63

08/19/7x  12/13/T1 R6763

o Orbital Workshop (OWS) Data System - Monitored functions of the various
Workshop systems which are important to crew safety, comfort and
mission success. The following line items verified the capability

of this system to meet mission requirements.

Line Report
Title Item Type Start Ccapletion Number
Fuse, Cart, Slk Mini DA-4 Dev 01/06/70 01/09/T0  R6658
Data Acquisition Comp DA-5 Dev 10/07/70 12/30/70 R6TTSB

#Absolute Press Transducer DA-8 Qual 01/25/72 10/10/72 GLOTS
#Diff Press Transducer DA-9 Qual 01/13/72 08/02/712 GLoo2
Data Acq Modules DA-10 Qual 05/12/T2 06/30/72 GLOOS

*ested at supplier.

0 On-Board Data Display System - This system was used to provide the
flight crew with the information needed to indicate particular sub-
system operational status and to provide visual indication of con-

ditions sensed by the warning and emergency systems. These displays
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are presenved on the control and display panels which were tested
as Line Items ES-6 and ES-T. (See Para. 5.2.1.3). All other
elements of the system were qualified for flignt use by previous

usage or by qualification in some other system.

o HSS Data System - Utilization of log bocks, etc. for data precluded

the requirement for testing the items of this system.

5.2.1.7 Thermal Control System - This system consisted of three major elements:
Pressurization and Pressure Control, Thermal Control, and the Ventilation
Control Systems.
o Pressurization and Pressure Control - This system provided for
pressure control of the habitation area (LH2 tank) and waste tank
(LO2 tank) during ground holds, boost flight, tank venting during

orbital insertion, and orbital pressurization.

The habitation area vent and relief control equipment was S-IVB hard-
wvare modified to OWS requirements and were verified by Test Plan

Line Items EC-13, EC-22, EC-38 and EC-15. The waste tank prelaunch
pressurization was verified by PAT and post-manufacturing checkout.
The vent and relief control of this tank consisted of pneumatically
actuated caps over each of the two vent ducts which penetrates waste
tank and aft skirt. These caps were released after spacecraft
separation and remained off throughout the mission. This hardware
was verified by Test Plan Line Item EC-32, It wat also necessary to
reverity waste tank pressurization line (stainless steel tubing and
three bellows flex sections) to the higher dynamic environments of
the OWS. This was accomplished by Line Item EC~-4O, Orbital pressuri-

zation provisions included the access hatch check valve which was
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qualified by Line Item EC-39, the functional and structural integrity

which was verified by EC-2, and the airlock interface bellows seals

which wvere verified by Line Item EC-3.

After completion of EC-2

and EC-3, it was found necessary to subject the entry hatch to

further testing to clear an anomaly.

(One rod and bearing on a latch

actuator rod for hatch closure came loose from the end, apparently

due to vibration test which occurred during Line Item EC-2.) This

was accomplished on Line Item EC-Lk.

Line Item EC-L46 was performed

to accomplish functional leakage tests in order to qualify the hatch

for possible EVA use. Line Item EC-U was conducted to qualify the

sealing device used to seal the habitation area vent line after

astronaut entry.

The Test Line Items accomplished for this system are listed below.

Line Report
Title Item Type Start Completion Number
OWS Access Hatch EC~2 Qual O0T7/12/71 11/17/71 G3363
Bellows Seal Airlock EC-3 Qual 07/20/7T1 11/17/T1 G3363
LH2 Tank Seal Device EC-k Qual O04/21/70 12/11/70 R6823
Solenoid Vent Valve EC-13 Qual OT/14/71 19/33/71 R6932
Fuel Tank Vent Duct Assy
Ext. EC-15 Qual 01/07/71 03/10/71 R6855
Hab Area Vent & Relief
Latching Vent & Relief
Valve EC-22 Qual 02/20/7T1 09/30/T1 R68T8
Short Duct Waste Tank NPV
System EC-32 Qual 10/08/71 10/29/71 R69T3B
Had Area Vent Flex Line EC-38 Qual 01/22/72 02/03/72 R6998A
Check Valve, Access Hatch EC-39 Qual 02/16/7T2 03/15/72  G3375
Pipe Assy-Waste Tank Press EC-40 Qual 02/07/72 02/16/72 R6999
Hatch Rod End Bearing Vib
Test EC-Lk Qual 03/15/T2 03/17/T2 G3376
Entry Hatch-Repeat Cycle EC-46 Qual 06/15/72 06/27/72 G3379
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o Thermal Control - Thermal control of the Workshop was achieved by

tvo methods - external passive thermal control and internal passive

and active thermal control provisions.

The external passive thermal control provisions consisted of surface
coating applied to meteoroid shield interior and exterior surfaces,
meteoroid shield boots and extension surfaces and forward dome
insulation. These coatings were verified by coupon testing in the
materials laboratory both at MSFC and at MDAC and wherever possible
coetings which were previously qualified for use on other space programs
such as cat-a lac 463-1-500, were utilized. Line Item EC-S was a
development test to verify thermal shield extension structural

integrity when exposed to both high and low level sonic integrated

loeads.

The internal passive thermal control consisted cf internal surface
coating and heat pipes. Thnse coatings were selected to achieve

both aesthetic qualities desired as well as provide the necessary
emittance levels and were evaluated both by MSFC and MDAC~W for flame-
proofing and emissivity qualities. This test activity is identified
in Paragraph 5.2.1.1, Crew Accommodations. The interior heat pipes
are utilized to transfer heat from warm side of ~vehicle to the cold
side to prevent condensate to form within OWS. Test Line Item EC-L1
was utilized to verify structural integrity when subjected to launch

and boost dynamic criteria.
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The active thermal control provisions inclﬁde a radiant heater
vhich vas qualified by Line Item EC-6. The convection heaters in
each of the TCS ducts were qualified by Line Item EC-7. The temper-
ature control assembly design was supported by development test
EC~11 and then qualified by test EC-12. ‘

Ground thermal control was required to maintain the temperature
between LO°F (278°K) and 80°F (300°K) for maintaining stowed food
and film from the time they were loaded in the OWS to launch. Two
heat exchangers in series, located in the entertainment console,
were used to maintain this temperature. Development Test Line Item

EC-26 was condacted by the supplier (AIResearch) and qualification

testing by Line Item EC-27, was completed at MDAC.

Listed below are the test line items used to verify the capability

of the thermal control system.

Line Report
Title Jtem Type Start Completion Number
Thermal Shield Ext EC-5 Dev 07/03/69 10/29/69 TM-137
Tank Rediant Heater EC-6 Dev 11/10/70 11/12/T1 R6T86
Duct Heater Assembly EC-T Dev 09/29/69 06/04/T1 R6601

Thermal Control Assembly EC-11 Dev 06/24/70 01/15/T1 R6TLO
Thermal Control Assembly EC-12 Qual 12/15/T1 06/29/72  R6968
*Ground Thermai Cond Syst EC-26 Dev  0L/30/7T1 09/18/T71 TM-207
Ground Thermal Cond Syst EC-27 Qual 09/21/7T1 02/29/72  RT035A
Heat Pipe Installation EC-41 Qual 11/02/71 02/11/72 RT037

*Tested at supplier.
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o Ventilation Control System - The ventilation control system is ccm-
prised of a mixing chamber, where reconstituted air from the AM
heat exchanger and contamination control equipment is mixed with air
to be recirculated, and a 3-duct system which runs from mixing chamber
to a plenum volume formed by a common bulkhead and ceiling. Each duct
had a cluster assembly of four GFE fans, which provided the required
flow rates and the air moved from the plenum into habitation areas
thréugh adjustable diffusers in the ceiling. The waste management
area and food management areas were ventilated independently from the
Workshop prcper. These areas had identical systems which are comprised
of a fan, filter, charcoal bed and sound suppression assembly. The
fan cluster was verified by a Line Item EC-8. Line Item EC-9 was
utilized to verify air distribution and EC-10 verified room fan filter

assembly.

The atmosphere supply duct carried revitalized air from the AM/
Environmental Control System (ECS) to the TCS filter mixing chamber.

This duct was designed and qualified by MDAC-ED.

The atmosphere mixing chamber was a relatively simple design of a
sheet metal structure and was qualified by analysis. Further
evaluation was conducted during the systems tests described in sub-

sequent paragraphs.

The recirculation ducts carried airflow from the mixing chamber to
the fan cluster through the crew's quarters and convective heaters
and into the plenum area above the ceiling. These ducts were qualified

by analysis and part of Line Item EC-8.
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The fan cluster assembly consists of pre-installed porous wall
baffled resonant chamber, inlet and outlet muffler, and four GFE
recirculation fans. Testing for this cluster was accomplished on
Test Line Items EC-8, EC-33 and EC-36 as well as tests conducted at

MSFC.

The recirculation duct diffusers and ceiling diffusers design verifi-

cation was accomplished by analysis and Test Line Item EC-9.

The waste and food management ventilation system consisted of ceiling
diffusers, filter odor removal canisters, recirculation fans and
resonant mufflers. Testing for these items were accomplished by Line

Items EC-10, EC-34 and EC-37.

Three portable fans allowed the astronauts extra ventilation velocity
at selected locations within the OWS., Tests of these units were con-

ducted by Line Items EC-30 and EC-L2.

The following list constitutes the testing accomplished in support of
the thermal control system. Further functional verification was

obtained during post manufacturing checkout.

Line Report
Title Item Type Start Completion Number
Fan Cluster Test EC-8 Dev 01/20/69 90/23/70 R6T05
Air Distrib Ceiling EC-9 Dev 11/03/69 11/13/69 T™-139
Rm Fan Filter Test EC-10 Dev  06/29/70 11/30/70 R6753
Fan, Portable EC-30 Dev  08/06/T. 08/27/71  R6911
Fan Cluster Assembly EC-33 Dev  10/11/7T1 10/21/T1 R7022
Room Fan Filter EC-34 Dev  OL/26/T1  09/17/T1 GLITT
Fan, Cluster Vib EC-36 Qual 05/14/71 05/28/T1 Gkl
Fan, WMC Vibration EC-3T7 Qual Oltl/2h/71 ok/30/T1 R6685

Portable Fan - Vibration EC-42 Dev 12/21/71 03/21/72 RT034
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5.2.1.8

- Thruster Attitude Control System (TACS) - The TACS was a blow down

type system using ambient temperature nitrogen gas and was used for
cluster stabilization prior to Control Moment Gyro (CNG) spin up as
wvell as correction of spacecraft attitude as required. Development
testing of the system was accomplished during Line Item TC-1 and
additional test accomplished by the supplier on TC-12 to evaluate

the effects of adverse tolerances, etc., on the valves. Qualification
of the pressure switch was accomplished in Test Line Item TC-14 while
satisfactory qualification of the temperature probe and switch was

verified by TC-13.

This system is made up of four major functional subsystems; propellant -
storage and distribution, propellant distribution control, thruster
modules, and thruster control.

o Propellant Storage and Distribution -~ Titanium cold gas storage
spheres were mounted to the thrust structure cone. These modified
S-IVB spheres used a bi-metal joint as a transition section between
the spheres and stainless steel manifold supply tubing. Development
testing of this bi-metal joint was done during Line Item TC-10
while qualification of the sphere was accomplished through Test
Line Item TC-9.

o Propellant Distribution Control - The TACS system, being of the
"blow-down" concept, had no regulation system; therefore, the
plumbing and manifolding configuration was evaluated during post-

manufacturing checkout.

o Thruster Modules - Initial devglopment of the valves were accom-
plished by the supplier but the TACS system, including the modules

(four valves) were developed and qualified during testing of
5-k1
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Line Items TC-1 and TC-2 respectively.

Thruster Control - Control was achieved with these quad redundant

valves, the control switching assembly, TACS timer module and the

TACS valve signal delay module. The total system was qualified

by Test Line Item TC-2.

The Control Switching Assembly - This electronic switching device

was used to supply command signals to the TAUS and the critical

items were qualified during the testing of Line Item ES-11 (see

Paragraph 5.2.1.3).

The TACS timer module was a solid state switching device qualified

by Test Line Item TC-8

The TACS valve signal delay module composed of four (4) 10 amp

general purpose relays and two (2) indepzndent electronic times

was qualified by Test Line Item TC-ll.

Tests noted below summarize the test line items utilized in develop-~

ing and qualifying the thruster attitude control system.

Line Report
Title Item Type Start Completion Number
Thruster Module Assy TC-1 Dev 04/11/70 12/03/71  R6868
Thruster Module Assy TC-2 Qual 09/13/T1 11/06/72 G206

VOL I-VI

TACS Timer Module 1C-8 Qua). 10/16/T71 11/2u4/71 R69L6
TACS Pressure Sphere TC-9 Qual 06/07/71 08/06/T1 G2119
Bi-Metal Joint TACS Syst TC-10 Dev 03/01/71 05/05/71 G2113
TACS Timer Delay Module TC-11 Qual O04/12/72 05/17/72 R69T1
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Line Report
Title Jtem Type Start Completion Number

TACS Temp Probe & Press
Switch TC-13 Qual 08/30/72 11/08/72 GL208

TACS Pressure Switch TC-14 Dev 12/08/72 12/20/72 GL209

Supplemental TACS Ball
Valve TC-16 Dev  07/03/73 07/19/73 R7219

NOTE: Line Item TC-16 was accomplished after launch of the Skylab
to develop a backup or supplementary TACS system. Hardware
would be flown up on SL-3 if required. (This system was not
needed so did not get implemented, but test results indicated
its feasibility.)

5.2.1.9 Corollary Experiment Accommodations - The experiment accommodations
consisted of both electrical and mechanical provisions.

0 Electrical Provisions - Regulated, direct current electrical power
for the corollary experiments was supplied through the Workshop
power distribution panel with switching function provided by the
panel circuit oreakers. Typical Workshop wiring harness connections
to the power distribution panel terminated in receptacles for the
special electrical connectors designed for engagement or dis-
engagement by the pressure suited crew. These receptacles were
located to provide convenient plug-in power capabilities for the
corollary experiments, TV camera, portable fans, etc. The equipment
supplying these provisions was tested and descfibed in Paragraph
5.2.1.3 of this document.

© Mechanical Provisions -~ These provide mounting, pneumatic, fluid
and vacuum provisions for the experiments. f7he functional and
structural integrity was accomplished by line items noted below.
Experiment/accommodation interfaces were verified by post manufactur-

ing checkout.
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Line Report
Title Item Type Start Completion Number
Scientifiec Airlock CX-1 Dev 07/10/70 10/08/T1 G4115
PGA Air Flow Mod Syst Cx-5 Dev 07/30/71 n9/26/72 Gk178
Film Vault Humidity CX-T Dev 05/10/7T1 06/18/T1 R6904
Film Vault Mat Compat CX-8 Dev T/01/T1 09/23/71 R6930A
SAL/Experiments Desiccant
Unit CX-9 Dev 05/24/72 12/12/72 G4lT9
Film Vault Mat Compat CX-11 Dev  03/31/72 05/26/72 RT051

NOTE: The accommodations for the lower body negative pressure

(LBNP) system consisted of tubing which connected the

experiment support section to the LBNP valve located in the

Waste Management Compartment vacuum panel.

This tubing did

not require qualification testing but was subJected to PAT,

proof and leak tests during checkout.
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5.2.2

Production Acceptance Tests (PAT)

Production acceptance testing of contractor fabricated or assemblied
items was performed in compliance with the production test require-
ments defined by Development Engineering in the applicable MDAC-W
drawing. PAT of supplier items were defined by engineer in the
procurement drawing. (Specification Control Drawing, Source Control

Drawing or MDAC Standard Drawing.)

These requirements for PAT were determined by the design requirements
and mission applicatiocn. A study was conducted in 1970 at MDAC-W

by the CWS Systems Engineering organization on Production Acceptance
Testing (PAT) with induced ¢ rironments. A significant number of OWS
components, modules and assemblies were identified as being potential
candidates for environmental PAT. The environments found to be most
effective for this purpose were random vibration, low level sinusoidal

vibration for lonse partical detection and thermal cyc'ing.

Most relays were subjected to loose partical detection (LPD) vibration :
tests during PAT and their next assembly modules (approximately 225)

were thermal cycled between —BSOF (208.2°K) and +l60°F (3hh.3°K) for é
approximately five (5) cycles. In addicion, high reliability (HiRel]

components were given operational burn-in tests to gain confidence in 3

their acceptability to the Workshop environments.

All of these environmental requirements were defined in the engineering
draving and reflected in the subsequent Production Acceptance Procedure

as indicated avove.

Of signifiance, the entire solar wings (2) were given a vibration PAT
prior to installatior on the OWS.
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5.3

STRUCTURES TESTING

OWS structures consisted of the following majof components:
®  Forward and Aft Skirts

©  Tankage (Habitation and Waste Tank)

° Aft Interstage

Each of the above structural components were qualified svparately

during the Mainline Saturn Program. In addition to loading each of

the above items to ultimate design loads, items were tested to failure.

It was originally planned to utilize this data for design verification

of the OWS structure. However, because of the many modifications and
weight increase to 78,000 1bs (34,373 kg), MSFC authorized by Change Orders 116
and 147, a viiro-accustic and static structural test program. This
package aiso authorized the assembly of an Orbital Workshop Dynamic

Test Article (OWS/DTA). These tests were performed in the vibration

and acoustic test facility at the Manned Spacecraft Center in Houston, Texas,
from January through May 19T71.

The results of the acoustic tests were published in Volume I of Report No.
MDC G2LL5, dated October 1971, and results of the low frequency vibration
tests were reported in Volume II of this report. For this program, MSFC
was responsible for overall test direction and MDAC-W provided technical
support to MSFC. The DTA was constructed from existing fwd and aft

skirts used in the Saturn V high force test program and existing Lox

and LH2 tankage from S-IVB-1004, Facilities Checkout Vehicle. These
major assemblies were assembled, reworked and modified to provide
structural and mass simulation. The DTA included flight configuration
crew quarters, ceiling, walls and access panel., Equipment racks,

panels, and bracketing, as well as water container ring and stowage
lockers, were configured in such a manner as to provide the stiffness,

strength, and geometry of flight configuration. The mass of plumbing
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and wiring was integrated and added to associated equipment mass sub=-
stitutes excep. fc- large ducts or wiring runs whose stiffness, und/or
mass would have affected modal characteristics. All componencs i stalled

on brackets, panels, basic structure and isolators were mass simulated.

The acoustlic tests were performed at "WS acoustic qualification test
levels and structural integrity of all flight type structure was verified
to meet the flight dynamic environma:nt, Several anomalous conditions
vere noted, bolts loosening or backing off, however, they were peculiar

only to the DTA configuration.

The low frequency vibration tests utilized the DTA configurate” as it

vas for the acoustic test., These tests simulated the maximum transient
response expected to be experienced by the OWS during launch, engine
cutoff and stage senaration., Vibration response and strain were measured
and recorded during test, Integrity of all flight type

structure was verified to meet the flight dynamic environment.

Change Order 147 authorized the static test program performed at MSFC,

MSFC was responsible for conducting and directing the tests and MDAC provided

technical support to MSFC., Volume I of Report No. MDC G2785, dated
August 1972, published the results of the combined loadi'g tests

where Volume II covered the ultimate pressure test, For these tests,
the OWS Static Test Article (STA) was the same gtructure as previously
designated DTA, but was updated to represent the increased weight of the

78,000~1b (34,373 kg) OWS,
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The combined loading tests simulated ground wind and maximum o¢qflight
loading test conditions, and tests were performed 21 October 1971 thru
23 November 1971. All test loads were based on latest vehicle weight
and structural design criteria. Moment loads were applied using
hydraalic jacks acting normal to vehicle centerline. Axial loads were
applied using hydraulic jacks. The dead weight of the loading head
and lead weighis were placed inside of the STA. Specimen sustained all

loads satisfactorily.

The ul*imate pressure test to 32.5 psig (2.25 x 105 N/md was per-
formea at M3rC on May, 1972. The purpose of this test was to
demonstrate the structural integrity of the habitation area
cylinder penetrations, common bulkhead trash airlock penetration
and to demonstrate that there were no detrimental yielding or
other damage 10 the basic OWS structure under limit loads. No
pressure 33ss was observed during the test and no yielding or
other damage to the OWS tank penetrations were observed after
test completion. The basic test objectives were met. However,
a failure occurred in the meteoroid shield butterfly hinge on the
window side of the main tunnel. Also, post test inspection re-
vealed that three of the meteoroid shield hinges sustained

heavy damage due to circumferential growth of tankage during
pressurization., This failure resulted in a redesign of the
shield butterfly. The redesign was reverified by special test

ST-28 discussed in Section 5.k,
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5.4

SPECIAL DESIGN SUPPORT AND VERIFICATION TESTS

There were tests that were considered "special” in nature and were
identified. Some required special facilities such as large volume water
tank, aircraft to produce zero-g affect and sunlight at altitude, Others
were tests to evaluate unique problems. The following is a description
of each srecial test line item performed:

® ST-1, Neu‘ral Buoyancy Tests - These tests were performed from

2 July 1971 through 29 November 19T1. The purpose of this effort
was to evaluate habitability support and crew accommodation hardware
equipment. The bardware was suppliesd by MDAC-W and was non-operational
but did reflect the latest :xternal configuration to insure proper
astronaut interfaces. These tests were directed and conducted by
MSFC at Huntsville, Alabama. The following hardware vas evaluated:
a. Waste Management Compartment Equipment
b. Food Management Compartment Equipment
c¢. Sleep Compartment Equipment
d. Forward LH2 Dome Equipment
e. Experiment Interfaces
f. Astronaut Aids and Restraints
g. Tresh Disposal Airlock

© 8T-2, Zero-Gravity Test Program.- The primary cbjective of this test
program was to perform operational evaluation of OWS equipment during
limited duration zero-gravity exposure achieved during KC-135 aircraft
flights. MDAC-W particivation included design and fabrication of
mockups simulating sections of the OWS and the test program. This
program started 22 June 1970 and was concluded 2 August 1971. The
following equipment was flown and evaluated:

a. Waste Management Compartment Equipment
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b. Food Management Compartment Equipment
c., Sleep Compartment Equipment
d. Forward LH2 Dome Fixture

e. Astronaut Aids and Restraints

ST-T, SAS Cell Sunlight Test -~ Test was performed to obtain

sanple current voltage curves of representative samples of glassed
cells. Tests were run using a solar simulator at a constant
intensity over full operating temperature range and

then repeated in natural sunlight. The tests were run to obtain
current and voltage temperature co-efficients for typical SAS cells.
The tests tere conducted 15 February 1971 through 1k January 1972
and results reported in Report No. MCR-T1-320.

ST-8, SAS Panel Sunlight Te.t - Sunlight testing of the SAS solar

panels was performed on two groups of representation panels to

determine the following electrical characteristins:

a. Determine the sunlight performance capability of two 30-module
power groups.

b, Mismatch losses of modules.

c¢. The air mass equals zero (AMO) current-voltage (I-V) characteristics
of modules.

d. The correlation factors to be used for extrapolating terrestrial
data to AMO sunlight conditions.

e. Mismatch losses of power groups.

f. The basic design compatibility of the power source with the power
control group (PCG).

Testing was performed outdoors in natural sunlight at a minimum

sunlight intensity of 100 mw/cm2 and when data was analytically

corrected, the true solar array performance could be predicted.

These tests were performed 26 July 1971 through 18 October 1971 and
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test results were reported in Report No. MCR-Ti-320.

ST-9, SAS Moduie Shadow Test -~ Scolar cell module shadow testing was

performed on single cellr and on module series/parallel strings using
a solar simulator for cell energization. The test program was
designed to study and evaluate cell failure mechanisms and module

string configurations under changing shadow conditions.

The test objectives of this test program wvere:

a. To obtain confidence in the four separate string concept for
the SAS Panels under shadow conditions.

b. To understand the cell failure mechanism due to heat and
reverse voltage, and to find possible cures.

c. To determine vhich cell arrangement is the best technical solution
for Z-Local Vertical shadows with the cell failure mechanisms
known and either accounted for o:r cured.

d. EstablishL the integrity of the interconnect and solder joints.

This test included a simulated orbital sunlight exposure ir. coajunction
with a SAS power distribution unit (PDU) and a power conditioning
group (PCG). Modules were tested singularly, and in parallel, with
loads/angle conditions simulated for the Skylab orbit, including

the dark portion of the orbit. Tests were started 1 November 1971

and completed 17 November 1972. Results were published in TRW

Report SAS L-31k2.

ST-11, Mu8T Stowage Container Test - the M8T Stowage Container

was vibration tested to verify that the container and - ¢ equipment Ca
within the container would not present a crew or mission safety

hazard vhen subjected to the launch and boost vibration environment. )

The failure/rejection criteria for this test was a post-vibration
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examination to verify:

° Equipment and/or parts ejected from the locker corpartment.

® Loose particles.

This test was started 1 December 1972 and was completed 29 February
1973. Results were published in Report «DC Gh089.

ST-12, Flowmeter Transducer Life Test - This flowmeter transducer
was used in each of cabin atmosphere circulation ducts to measure
output of fan units. The transducer consists of a flow sensor and
associated electronics for the readout signal. This test was a
5700-hour life test at worst case hunidity and temperature condition
and was run 30 July 1971 through 3 March 1973. The results were
published in MDC Report G4192.

ST-13, Pneumatic Meteoroid Shield Release - Test was initiated

to explore the separation characteristics of five (5) different
configurations of pneumatic meteoroid shield release mechanisms.
These tests were conducted 26 August 1971 through 3 Srptember 1971.
Test results were published in Report No. R69261.

ST-1k4, Meteoroid Shield Deployment Test - Three (3) meteoroid shield

deployment tests were conducted utilizing the STA at MSFC, Reference
Section 5.3. These tests were accomplished in conjunction with

tank pressure tests. Test program started 17 February 1972 and was
completed 1k March 1972. Results were published in Report MDC G3369.

ST-15, SAS Passive Vent Valve Module - Acoustically Actuated - Actuation

of the Passive Vent Valve Modul: was accomplished by the acoustics
field created by the booster engines at time of lift-off to demonstrate
functional performance. Specimens were actuated at KSC by exposure

to the Saturn 16 launch acoustics field. Preparations for the test
included functional operation in an acoustics chamber prior to the

KSC exposure. In addition to the KSC exposure, long term storage
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the mechanism latched and subsequent actuation in the acoustics
chamber was accomplished to simulate the latched time span between
roll-out and launch, ani to verify lack of stiction. Testing was
accomplished 3 March 1973 through 15 July 1973 and results were
published in MDC Laburatory Report TM-208.

ST-16, Spring Loaded Mechanism, Magnetic Latch - The Magnetic Latch

Mechanism Assemtiy for the SAS Passive Vent Valve Module comnsists

of the acoustic panel, magnet, armature, armature support arm,

and support arm actuating spring. The means of releasing the armature
from the magnet is acoustics impingment on the acoustics panel.

This test was performed to establish a confidence level for the latch
' mechamism. Testing consisted of repeated acoustics initiated

latch releases on each of several production (flight quality)
assemblies, and a pull force test after latched storage on others.
Two specimens were used for reverberant chamber vs. progressive

wave tube acoustic efficiency comparisons. This test was started

26 April 1972 and completed 15 July 1972. Results were published

in MDC Report No. G3993.

ST-17, Coolanol 15/Water Oral Sensitivity - Special test was performed

using human test subjects to obtain information concerning the crew's
capability for detecting Coolanol 15 in the potable water syst-m.

The test was conducted 17 February 1972 through 21 February 1972.
Results were published in MDC Report GL227.

ST-18, SAS Solar Cell Panel - Testing of specimens from different

production runs was accomplished in this test effort to evaluate
cell and solder joint performance in extended thermal cycling. Of

particular interest is the ability to maintain electrical continuity
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during thermal stressing while in space vacuum. Electrical performance
checks as well as microscopic and X-ray examination of all solder
Joints, were made periodically to establish solder jJoint integrity
values, These tests were performed 1 March 1972 through 22 June 1972.

Results were published in MDC Report GL039.

the RSS thermal capacitor's sensitivity to inlet fluid temperautre
change (Specimen #1), to determine the combined performance of the
radiator thermal control pressure relief valve utilizing a simulated
radiator for valve crack and reseat and coolanol mixing characteristics
(Specimen #2), to determine the effects of cold fluid temperature on
radiator control valve (Specimen #3), and determine if talk-back

switch in bypass valve affects valve operation after cycling

(Specimen #4). Thermal capacitors were subjected to thermal evaluation
testing as an individual unit (Specimen #5), and as an assembly (Specimen
#6) to evaluate a new thermal capacitor design. Testiug was performed
12 February 1972 thru 28 June 1972. Results were published in MDC
Report Gh135.

ST-23, Film Equipment, GFP-25 -~ This special test line item was performed

to qualify GFE film transport magazine that was stowed in film vault to
the OWS dynamic levels. This testing started 2 June 1973 and was
completed 13 June 1972. Results were published in MDC Report GLOS1.

ST-2k4, Expandable Tube/SAS Tension Strap - This test was performed

to assess the performance of the SAS beam fairing tie down ordnance
links when functioned with expandable tubing having the minimum
yield value per specification. Of particular interest was the
possibility of loose tab generation when functioned under flight
loading conditions with minimum yield limit iubing. This test was

performed 11 May 1972 thru 13 May 1972. Test resu'ts were published in
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MDC Report GLO91.

5T-27, Stoved Items Life Tests -~ A typical ring locker with contents

listed below, was stored in a secured area at ambient temperature,

pressure and humidity for 9 months. Examination was then performed

on the contents to determine any degradation.

P/N
1B83881-501
LT-80
1B8772L4-1
TLC 691-3/L
TLC - CJH
1B8384T-1
1B90L81-1
Q-1266
NM-1300
1B91431-1
1BBTLTT-525
1B92262-501
1B87307-1
1B91613-507

1B91013-505

ITEM

Hose Assy Water Supply

Aluminized Tape

Restraint General Purpose

Tape Pressure Sensitive

Duct Tape (49050 tape)

Patch Repair Meteoroid Penetration
Patch Repair

Quacd-X seal

Batteries

Transfer Hose Urine Sample

Label Stowage

Roy Stowage Waste

Holder Assy Towel and Wash Cloth Drying
Fillers, Fiberboard

Filler, Fiberboard

Test wus started 6 June 1972 and completed 3 March 1973. Results

were published in MDC Report GL223.

e e e

performed to cbtain information for redesign of the butterfly

hinge as a result of a failure which occurred on the STA at NASA/MSFC.

Reference Section 5.3. Test was conducted on T May 1972 throvz!

27 May 1972. Results were published in MDC Report 133605.
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ST-29, SAS Solar Cell - Special testing of SAS Solar Cells was

performed to determine the cause of solder de-wetting and low
solder joint strength in some of the production cells. Suspect
cells from production panels were examined for solder joint failure
modes. Special cells were manufactured with variation in material
thickness, and in processing times and atmospheres during the
metalization processes to a.:ertain the modes of potential failures.
These tests were ccnducted 7 April 1972 through 9 June 1972. Test
results were published in Report SASu--3187.

ST-31, Urine Collection Subsystem - Redesigned - The purpose of

this test was to determine the feasibility of proposed urine
collection subsystem redesign. Test was started 25 September 1972
and was completed 17 October 1972. Results were published in

MDC Report GLl6l.

ST-34, Mosite and Polyurethane Foam Odor Generation - Odor generator

of mosite and polyurethane foam which is used as a packing material
in the storage lockers became & concern late in the program.

The purpose of this test was to obtein gualitative off-gassing data
when subjected to OWS mission pressure §¥ofile. The test was conducted
29 October 1972 through 15 January 1973. Results were published

in MDC Report G4159.

ST-35, Trash Airlock Functional Compatibility - Test was performed
to verify functional compatibility of trash lock when subjected

to various contingency anomalous configurations of operational

duty cycles with trash bags and disposal bags. Testing was started
11 March 1973 and completed 18 March 1973. Results were published
in MDC Report GL228.

ST-38, Meteoroid Shield, Debonded Butterfly Hinge - Test was

conducted to investigate the debonded hinges found on OWS-1. The

5-56

|



test consisted of tension pull tests on 4 specimens. Tests were
accomplished 20 December 1972 through 3 January 1.73. Test results
were published in MDC Report G3616.

ST-39, TACS Temperature Probe Leak Test - Testing of the TACS

Temperature Probe to verify the integrity of the inter.al seals

of the item was accomplished by this test line item. One specimen,
consisting of a new transducer installed in the TC-9 test bottle,

was proof tested. One specimen, consisting of two new swaged magnesium
oxide filled tubes was leak tested. The third specimen consisting
of the qualification test probe machined to expose the swaged tubing
was leak tested individually for leakage through each swaged tube and
through the body head bushing. The tests were conducted 1 January 1973
through [ February 1973. Results were published in MDC Report GL120.
ST-40, SAS Fairing Tests for De-orbit Loads - A special test of

the SAS Fairing, utilizing test hardware from Line Item SA-16

was performed to demonstrate the structural integrity of the SAS
forward fairing and beam fairing when subjected to ultimate loads

for de-orbit condition. This test was conducted 18 April 1973
through 19 April 1973. Results were published in Report TM-1Tl.
§2—hl, Meteoreid Shield Leadingz Kdge Ballooning Test - Wind tunnel
test program was performed to investigate shield lifting, due to
airflow entering underneath, to determine bending loads on shield
and to determine loading as shield lifts. These tests were run

25 June 1973 through 1l July 1973. Resultc are contained in

Report AI-T3-43.

ST-U3, SAS Fairing Test - De-orbit Loads - Test vas conducted

to verify thct SAS beam fairing would withstand de-orbit condition
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ultimate loads when applied in the deployed configuration. Existing
hardware from Line Items SA-16 and ST-LO were utilized for this
test. The test was started 25 June 1973 and completed 7 July 1973.

Test resultswere contained in Report M-7315,
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9.5
5.5.1
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SPACECRAFT SYSTEMS TESTING

General - Post-manufacturing checkout of the OWS-1 was accomplished in
the Huntington Beach Vehicle Cneckout Laboratory during the veriod

6 Novemver 1971 through 16 August 1972. The objective of this activity
was to a) provide an OWS checked out and calibrated to an extent con-
sistent with the ambient 1-G environment, and b) provide an OWS accept-
able for vlauned, integrated cluster system testing at the Kennedy Space
Center. Checkout was performed utilizing flight hardware within the
constraints of hardware availability. Detail test requirements, accept-
ance criteria and operational constraints were provided in the 1B83L29,
OWS-1 Test and Checkout Requirements, Specifications and Criteria. An

OWS-1 Timeline is presented in Figure 5.5-1.

The Ground Support LEquipment required to check out the OWS was functionally
verified prior to utilization for checxout of the spacecraft. The Automatic
Checkout System was activated to support checkout and was used to provide
continuous monitoring and automatic control of selected OWS systems.
Provisions required to maintain OWS cleanliness and provide internal access

control were included.

Checkout was initiated with the start of Continuity/Compatibility

testing and continued through completion of the All Systems Test, Electro-
magnetic Compatibility (EMC), and residual subsystem retests. During

this checkout period, all subsystems, Crew Compartment Fit and Function,
and the AST and EMC tests were performed. Thousands of elavsed hours

of manufacturing work were accomplished in parallel. Cem

The spacecraft was moved from Tower 6 to Tower 2 on 16 August 1972.
The significant Tower 2 checkout activities included a mercury certifi-
cation of the habitation area and calibration of the meteoroid. shi.id

strain gauges. Mercury certification checks were conducted to Jdemonstrate
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cormpliance with }MSC Standard 120 and MDAC-W System Safety and Product

Assurance Plan 120, dated 22 Octocer 1971. In general, the mercury checks

imnlementea were:

© habhitation Area was certified free of contamination prior to pressuri-
zation.

© Huntington Beach gas supply, distribu*ion systems, associated GSE and
f1ight naoses vere ver.fied to be free of mercury prior to teing
connected to Experiments.

© Certain Experiments were verified externally during FReceiving Inspection
or prior to installation in tne Workshop unless a mercury-free
certification was received as vpart of the data package.

© In-flight spares were checked prior to stowage in the OWS.

© A final overall Habitation Area check for mercury was performed after
& twenty-four hour lockup period.

Major manufacturing activity in Tower 2 was focused on modification of the

meteoroid snield and clean-up activities associated with final inspection.

The spacecra-t. was moved to Seal Beach for TACS proof testing on

31 August 1972, vhile final preparations for aelivery continued at

Huntiugton Beach.

Proolems enccuntered during checkout were documentec on Test Problem

Reports (TPk's). Test problems that cculd not be closed at Huntington Beach
because cf unavailability of hardware, rework not accomplished, testing

not completea, ete., were transferred to a Recap TPR (OW1-P-9995-X).

The Recap T.R's described the provlems being transfer+ved, i.e., Failure
Report, Discrepancy !z2vort, Inspection Item Sheet, original TPR number and
Removal numter, an? * reason the oroblem was not resolved at

huntingtor. Beach.

A Retest Assembly Outline documented the open retest ani/or test require-

ments of incomplete Assembly Outlines (AO's), Discrepancy Revorts (DR's),
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Failure Reports (FR's), Removals at the time of delivery, and the Recap

TPR's noted above that were transferred to the KSC.

All items associated with open work were noted in Section 4.0 of the
MDC G3078B, OWS Pre-delivery Turnover Review (PDTR) Repcrt, Kuntington

Beach, except crew comments that did not involve hardware changes.

All test objectives were satisfied except those noted in the FDIR.
Complete spacecraft test results, anomalics, test problems and hardware
discrepancies were documented in MDAC G3069, Orbital Workshop Checiout -
Vehicle Checkout Laboratory Report, dated November 1972. The checkout
that was accomplished on the OWS-1 by system is outlined in the summary
paragraphs below:

5.5.2 Structures - Structures consists of the following major components:
® Forward and Aft Skirts

Eabitation Tank

Thrust Structure

°® Meteoroid Shield

© Aft Interstage r

Verification of the OWS Structures was demonstrated by successfully

completing all subsystem testing,

The Ground Support Equipment associated with Structures were as follows:
© DSV7-302 Meteoroid Shield Handling Kit

© DSVT-371 Meteoroid Shield Counterualance Kit

© DSV7-316 Mechanical Test Accessory Kit

Fit and function tests of the above were completed satisfactorily.
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5.5.3

Environmental Control - The Environmental Control System (ECS) consists

of tke Ground Thermal Conditioning Subsystem (GTCS), the Ventilation
Control Subsystem (VCS) and the Thermal Control Subsystem (TCS). The
GTCS maintains the proper environmental conditions within the OWS while
it was on the launch pad. The TCS maintains the proper envir~nmentai
conditions during all orbital operations and the VCS provides the

proper ventilation during manned orbital operations.

Checkout for the ECS consisted of two (2) major tests:
© 1B84783 Ground Thermal Conditioning, OWS Interior

© 1B83589 Thermal and Ventilation Control Subsystem

The 1B84LT83 test performed a functional checkout of the GTCS to a) verify
the hermetic integrity of the plumbing and components, b) validate the
operation of the on-board heat exchangers and fans, and c¢) confirm
restart and purge capability of the Model DSV7-33k, Environmental Control
System. The test was initiated on 3 March 1972, and was completed on

28 March 1972. No major vehicle hardware problems were encountered and

no retest was required. There were no open items against the GTCS.

The 1B83589 test performed a functional checkout of the OWS TCS and the

VCS, including spares to:
© Verify functional performance of the TCS duct and radiant heaters,

TCS thermal control assembly, VCS duct and portable funs and the

fan filter assembly.

® Verify fit of the spare charcoal canisters, inlet filters, heaters

and fans.

° Demonstrate adjustment capability of the VCS diffusers and

dampers.

® Verify manual and automatic control of the TCS.
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The test was initiated on 21 April and the final test v 5 completed on
20 June 1972. There were three (3) significant hardware problems
encountered during the test which vere:

° Duct #2 flowmeter reading was out-of-tolerance low which was
solved by a redesign of a section of duct to provide a more
uniform contour at the flowmeter inlet.

© Floor diffuser dampers vwere binding, preveniing actuation,
vhich required rework of the damper to provide more clearance
from the diffuser sidewall.

© The heat exchanger relay drive module failed to turn on the heat
exchanger indicator light which required a redesign of the
module.

Retest of the modified hardware was successfully completed. There wvere

no open items against the Thermal Control and Veatilation Subsystems.

The ECS portion of the All Systems Test verified proper operation of the
GTCS fans and heat exchanger, the TCS duct heaters, TCS control logic,
and VCS fans. The ECS equipment functioned as required by the simulated
mission timeline. The only significant AST ECS problem was in the GTICS.
The pressure switch on the #2 fan-heat exchanger ass. 'y failed tc hold
the electrical circuit energized. The pressure switch .1s tested and
found to be within specification. A design change was made to add a tube
from the existing high pressure static pressure tap on the fan-heat
exchanger assembly to the exit of the fan. The design change increased
the delta P sensed by the pressure switch by adding velocity pressure to
the high pressure side of the switch. The new design was tested success-
fully. There were no open problems or items against the ECS resulting

2rom the All Systems Test.
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5.5.4

5.5.4.1

The Ground Support Equipment required by the ECS was Model DSVT-3Lk,
Environmental Coritrol Distribution System and Model DSV7-334, OWS
Interior Ground Thermal Conditioning System Kit. The -34k was the
ground ventilation air distribution duct thet was installed in the OWS
during VAB operations. The -3k installation and flow balance test

wvas completed wi h no problems encountered.

The -334 ground thermal conditioning unit supplied the coolant to the
on-board heat exchanger and controlled the fan-heat exchenger unit.
All fit checks were accomplished without encountering any problems,

and the unit functioned properly.

Electrical

Continuity/Compatibility - The 1B66984 Continuity/Compatibility Test

verified the integrity of OWS electrical wiring prior to application of
pewer and prior to GSE/OWS interface connections as follows:

° End-to-end continuity of spacecraft wiring, applicable line
and component load resista-.ce series active elements such as
circuit breakers, switches, relays, diodes and resistors, and
powered activation of relays via a portable power source.
Ground isolation of spacecrarft power and return buses, separate
return wires and relay coils.

Bus-to-bus isolation, including power bus to return bus

isolation of related buses, etc.
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5.5.4.2

All anomalies/problems were satisfactorily resolved and retested.

There were no anomalies or problems encountered during this test except
minor procedure problems. All resistance measurements were within

tolerances.

Power Distribution - The OWS Power Distribution Subsystem is comprised

of that hardware which is involved in routing electrical power from the
AM/OWS interface to the various items contained within the Workshop.
The primary function of this subsystem is to provide the required circuit
protection and switching capability necessary fo meet manned space flight
requirements.
All Huntington Beach post-manufacturing checkout procedures associated
with estatlishing the integrity of this subsystem were completed. Checkout
for the Power Distribution consisted of the following:

© 1B66984 Continuity/Compatibility

© 1B77430 Umbilical/AM Interface Checks

® 1B835Tk Power Setup, I/C Scan, Power Turnoff

° 1B83585 Power Distribution Acceptance Test

© 1B92665 Electrical Bus Isolation

© 1BB€424 Crew Compartment Fit and Function

© 1B93589 All Systems Test - Preparations and Securing

° 1B83590 EMC - Preparations and Securing

° 1B93588 All Systems Test - Prelaunch, Boost, and Preactivation

© 1B93591 All Systems Test - Activation, Orbital Operations and
Deactivation

There were no anomalies encountered during these tests that created
any significant redesign. All checkout problems were resolved

and all applicable test requirements were satisfied.
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There was no open work pending on this subsystem as related to delivering
a complete, functional subsystem to KSC. All subsystem hardware

(i.e., wiring, circuit breakers, cwitches, etc.) installed in the OWS
was flight qualified equipment. All Interim Use Material (IUM) was
removed and replaced with flight equipment prior to beginning the All
Systems Test. 1In addition, all subsystem ha.dware changes authorized

during VCL checkout were completed.

Illumination - The OWS Illumination Subsystem is comprised of that hardware
wvhich is involved in providing lighting to support crew activities within
the Workshop. The primary function of this subsystem is to provide the
required illumination levels for planned mission functions and, in addition,

provide sufficient lighting for crew activities under emergency conditions.

All Huntington Beach post-manufacturing checkout procedures associated
with establishing the integrity of this subsystem were completed. Checkout
for the Illumination Subsystem consisted of the following tests:

© 1B83586 Illumination Subsystem Acceptance Test

© 1B864L4E Photography

° 1B91066 TV

© 1BB642k Crew Compartment Fit and Function

© 1BYy3589 All Systems Test-Preparations and Securing

© 1B83590 EMC-Preparations and Securing

© 1B93591 All Systems Test-Activations, Orbital Operations and
Deactivation

There were no anomalies encountered during these tests tuat created
any significant redesign. All checkout problems were resclved

and all applicable test requirements were sati:fied.
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The DSV7-105, Internal Test Lighting Kit was verified during post-
manufacturing checkout. There were no major problems encountered

during the checkout of this item of Ground Support Equipment.

5.5.5 Instrumentation and Communications

5.5.5.1 Instrumentation Subsystem - The OWS Data Acquisition System provides real-

time and delayed-time monitoring of OWS Subsystem flight parameters, as
well as biomedical and scientific experiment data to ground tracking
stations of the Spaceflight Tracking and Data Network (STDN). Designed

as an integral part of the Airlock Module Data System, it consists of high
and low level multiplexers, signal conditioning, transducers and umbilical

prelaunch instrumentation.

All Interim Use Material (IUM) was removed and replaced with flight hard-
vare prior to the All Systems Test (AST). Subsystem hardware

installed in the spacecraft was flight qualified equipment.

The checkout procedures listed below identify the various post-manufacturing
tests that were performed to establish the integrity of this subsystem:

© 1B83584 Signal Conditioning Setup

© 1B835T4 Power Setup, IC Scan, Power Turnoff

© 1B83576 DAS Calibration, OWS

© 1B83578 DAS, Accepvance Test Procedure

© 1B93589 A1l Systems Test - Preparations and Securing

© 1B93591 All Systems Test Activation, Orbital Operations and
Deactivation

¢ 1B93588 All Systems Test - Prelaunch, Boost and Preactivation
© 1B83590 EMC Setup and System Reverification

© 1B86424 Crew Compartment Fit and Function Check
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5.5.5.2

Open work transferred to KSC related to a number of measurements that

could not be functionally verified end-to-end at Euntington Beach tecause
they were either not required to be installed (i.c., SAS, Meteoroid Shield,
etc.) or the Subsystem/Parameters were not reguired to be exercised

functionally (i.e., Water System, digital clock, etc.).

During spacecruft testing of the Data Acquisiticn System, per Acceptance
Test Procedure (ATP) 1B83578, measurements randomly failed in responding
to avtomatically programmed Remoie Automatic Calibration System (RACS)
commands to provide checkout verification levels. The problem was
extensively investigated in both software and hardware areas. All

measurements responded to manually initiated RACS commands. During sub-

.sequent, runs of the DAS, no random failures of RACS responses occurred.

This was documented as a Phantom Test Problem Report. The RACS hardware
is installed for flight. However, the RACS is used for ground verifica-
tion only and its isolation prevents any affect on the flight performance

of the measurements.

A Phantom is defined as any problem for which a positive solution or
explanation has not been reached but is thought to be an acceptable condition
and risk. This includes intermittent problems which disappear or will

not repeat,

Communication and Television Subsystems - The OWS Communication System is

designed as a functional part of the Orbital Assembly (OA) Audio System

for the Skylab Program and ~rovides:

° Direct voice line between the OWS and SIDil via the Command Module (CM)
S-band.

° Biomedical Data to STDN through the AM PCM telemetry system.

© Intercommunication line Letween astronauts.

° Audio and visual displays of warning tones generated by the Caution and

Warning System.

Control for the operation of the voice and data recording system

in the Airlcck Module (AM).
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There were no major problems encountered during checkout of the Communi-

cation subsystem and there was no open work transferred to the KSC.

The OWS Television Subsystem is an extension of the Orbital Assembly (OA)
television system and provides video coverage of crew activities, equipment
operation, and experiments. Transmission to STDN is made through the

Command Service Module (CSM) unified S-band.

The subsystem hardware was qualified equipment; however, an updated

configuration was installed but not testedi at Huntington Beach.

The TV Input Station was provided as GFP and was qualified by Martin-

Marietta Company (MMC), Denver, document MMC Environmental Test Report 3278.

The only open work transferred to the KSC was related to the testing reguired
as a result of replacing the Televison Input Station (TVIS) with the

latest configuration after All Systems Test. The KSC test requirements

were defined in the KSC Test and Checkout Requirements, Specifications

and Criteria Document. There were no major problems encountered during

testing of this system.

The checkout procedures listed identify the various post-manufacturing
tests that were performed to establish tane integrity of the Instrumentation
and Communication System:

© 1B83587 Intercommunication Subsystem

© 1B91066 TV System Acceptance Test Procedure

© 1B83590 EMC Setup and System Reverification

° 1B93589 All Systems Test - Preparations and Securing

© 1B93591 All Systems Test - Activation, Boost and Deactivation

© 1B93588 Prelaunch, Boost and Preactivation

5.5.5.3 Caution and Warning Subsystem - The OWS Caution and Warning Subsystem is a
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part of the Cluster Caution and Warning System. It consists of redundant
monitor and repeater circuits to identify caution, warning and emergency
parameters. The parameters monitored throughout the cluster are annun-
ciated visually as well as by aundio means. The status of the OWS bus
voltages and fire surveillance within the compartments utilizing fire

sensors are primarily for monitoring performed within the OWS. Solar

flare activity which is monitored through the Multiple Docking Adapter (MDA)

Solar Flare Panel is also annunciated within tke OWS by an audio tone

annunciator.
Subsystem hardware installed in the spacecraft was qualified equipment.

The checkout procedures listed identify the various post-manufacturing
tests that were performed to establish +he integrity of the subsystem:
© 1B83588 Caution and Warning Subsystem Test
© 1BB83590 EMC Fetup and Systems Reverification
© 1B93589 All Systems Test -~ Preparations and Securing

9 1B93591 All Systems Test - Activation, Orbital Operations and
Deactivation

There were no problems encountered during testing of this subsystem that

created any significant design changes and there was no open work deferred

to the KSC.
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5.5.6

Waste Management - The Waste Management Subsystem components consists

of:

° wWaste Processor

© Blower Unit

© Fecal/Urine Collector

Vacuum Cleaner

® Urine Duap Station

Mirror

° Trash Airlock

Shower

® Suit Drying Station

Checkout consisted of the following tests:
© 1B84T84 Waste Management

© 1B92841 Shower

© 1B84T35 Trash Airlock

° Suit Drying Station - All Systems Test, Delta C2F°

The one significant problem encountered during checkout was the sticky

operation and operational forces of the urine pressure plate. The

pressure plate was redesigned by replacing the clocx spring with a tension

spring. The redesigned unit was reinstalled and verified in the spacecraft.

The Processor Chamber #2 heater plate temperature was also out-of-tolerance.

Waiver Number OWS-2 was submitted to the Test and Checkout Requirements,
Specifications and Criteria (TCRSC) to waive the 105°F +5°F (303.6 +13.1K)
requirement and accept the maximum temperature of 113.1°F.(318.2K). This

condition was considered minor and did not require hardware changeout.

The significant crew operation problem'remaining at the completion of

checkout was an odor in the fecal collector cabinet which was discovered

during Delta CaFe.
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5.5.7

Review of other units (qualification test, development test and SMEAT
collectors) resulted in detection of a similar odor. The odor appeared
to be coming from the acoustic insulation. The acoustic insuletion was

subsequently replaced by Fairchild Hiller.

uSE Model DSVT-373, Waste Management Checkout Kit, was the only item
of Yround Support Equipment required for the Waste Management. It

functioned properly with no significant problems.

Solar Array Subsystem - The Solar Array Subsystem (SAS) consisis of two
(2) wing assemblies with the major components being forward fairing,
beam/fairing, deployment mechanisms, electrical harnesses end instrumenta-
tion, and three (3) wing section assemblies per wing. The wing sections
are composed of ten (10) panels with solar cells. There is a total of
147,840 cells for the OWS. The SAS was manufactured and tested by MDAC
subcontractor, TRW, Inc., in accordance with Specification Control Drawing

1B79083 for the System and 1B78822 for the Solar Cell Panel.

The SAS was qualified for flight by a testing program which included
component as well as a system qualificetion test. The component testing
was dcoune on solar cells, solar panels, actuator,/dampers, deployment mechanism,

and the vent module.

System acceptance testiag vas accomplished on a wing assembly complete except
for the thermal baffle and environmental seals and the two forward bays which
had dummy masses simulating the wing sections. System testing included
aynamics, deployments, and structural testing under induced worse case

environments. All tests were completed satisfactorily.

Acceptance testing of the 60 solar cell parels was accomplished using TRW

Procedure SA-14A-01. The acceptance criteria of 67.0 watts minimum per
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module was exceeded on all pancls. No major or unresolved problems are

known.

Acceptance Testing of the system was performed using the following TRW

procedures:

o

SA-01A-06 Acceptance Vibration Testing
SA-01A-05 Ordnaunce Deployment Testc
SA-01A-02 Wing Section Deployment Tests
SA-01A-"3 Beam/Fairing Deployment Tests
SA-04A-02 Electrical Tests

SA-01A-01 Weigh and Final Acceptance

All tests were completed with no major problems or unresnlved discrepancies.

The types of probliems that were encountered during the acceptance testing

¢ad their resolutions were as followu:

o

During vost-vibration electrical checks of wing Serial Number (3/N) 2,

a shim between panel hard-point and panel subgtrate contacted solar

cell causing an electrical short between the solar cell and the cinch

bar structure. The shim diameter was reduced at all locations to

provide clearence.

During wing S/N 2, Pre-vibration Functionerl Wing Section Deployment

Test, the power and instrumertation harness wires vere pinchei between
hardpoint bushings at two (2) locations on the wing section which

resulted in wire damage. This damage was repaired and procedure precautionary
notes were added and placards were installed on the leading stabilicer beams to

remind personnel of the necessary precautions.
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°® During post-vibratior devloyment of wing section S/N 3 on wing S/N 1,
the truss and dummy panel failed to derloy to a flat rosition. The
dimension between the second stabilizer team to panel slide fittin,
and the hinge line bvetween tne first and second stabiiizer beam sections
vas too short. Chims were added in the stavilizer beam hinge area to
p.-ovide the necessary dimension. The wing secticn was ag-in derloyed
and the panels deployed to an acceptable position.

The wings were vrepared for delivery, at completion of testing, in

accordance with TRW Procedure SA-01M-01 and SA-711-02. GSE Models DSVT-3Ch,

Solar Array Hoisting nd LKendiing Kit, DSV7-305, Solar Array Shipping and

S*-rage Dolly Assem. ., anéd DSVT--30€, Solar Array Preservation Kit, were

used ir ¢r  su.rting sac nandling of the SAS wings. idodel "SV7-1.9, Solar

Array Commnonent Test Set, was used in the electrical checkout of the wings

at TRW.

Refrigeration - The Kefrigeration Subsystem (RSS) provides for cikilling

and fre. Ing of urine, chilling of potable wate~, and chilling and
2zing of food during all OWS operational m.des including Prelaunch

rbital Storage.

All elements of this subsystem were verified for thermal and runctiornal

verfermance in oct:: manual and automatic logic conirolled modes of operation.

The subsystem was pvroved to be leck-tight. Checkout for the RSS consisted

of the following tests:

o 1B86961 Refrigeration System Electcical Preparations

© 1BB47B81 Refrigeraticn Subsystem Service

© 1B84T756 Refrigerstion System Activation, Overating and Securing

© 1384782 Refrigere-ion Subssstem

© 1B93687 Refrigeration Cubsystem Service-Flight

5-T€



The major vroblems encountered during checkout operations were corrected

and are described below:

° Pump Start Anomaly - During checkout lccp switching verification,
primary pump #: did not start when commanded. The automatic logic then
switched to primary pump #2 which started normally. This occurred
one time out of a minimum of 147 pump starts accomplished during
checkout. The flight invertors were adjusted to maximum curr-ent limit
following checkout. Running current for all eight pumps was measured
and data indicated all pumps to be consistent and satisfactory.
Laboratory testing was conducted using a production invertor and a
prototype invertor in conjunction with various pumps and motors.
These test data indicated a torque capability from the motor of approxi-
mately 15 in. oz. (10.6 N em). Additional data indicated the drive train
looseness could allow the motor to start a pump having a static frictional
torcue cf 18 in. oz. (12.7 il em). Cycling tests with a 18 in. oz. (12.7
N cm) pump showed that if drive train looseness wrs unfavorable and a
start did not occur, a second turn-on always started. Additional testing
continued *o verify that a second turn-on of a high friction pump would
produce a start after a no-start turn-on. The vroblem was determined to
be one of marginal start capacity due to the current limiter in the inver-
ter. The irrerte. was subsequently redesigned and retested to correct
this problem,

® Food Freezer Frost Buildup - During AST operations, frost was observed
in several spots on the food freezer exterior. Additional KS-19-1
testing confirmed the formation of local areas of frost and ice;
howe,er, no condensation occurred. The frost/ire accuamulation reached
a steady state condition during the first 48 hours of test. This condition
did not impair freezer door operation and all doors opened freely with

no °“rost adhesion to the seal or door surfaces. This conditiorn was
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5.5.9

subsequently dispositioned at tne LSC as an acsceptavle anemuly.

The Ground Supvort Equipment required by the Hefrigeration Subsystem
were Models DSVT-301, Ground Thermo-Conditioning System - RSS, DSV7-315,
Refrigeration System Service Unit, DSV7-31L, Vacuum Pumping Unit, DSVT-316€,
Mechanical Test Accessory Unit, and the DSV7-122, Refrigeration Test Set.
All units were verified with the exception of an out-of-to.erance flow-
meter frequency controller module on the -301. The freguency controller
was replaced and retested at the KSC.

Ordnance Subsystem - The Ordnance Subsystem Consists of ti.e ordnance
components and electronic circuitry required to function the fcllowing
systems:

© Meteoroid Shield Release

© Solar Array Bear/Fairing Release

© Solar Array Wing Section Release

© S-II Retro-Rocket Ignition

© 8-II/OWS Separation

Because all ordnance components were installed at KSC, checkcut at
Huntington Beach was limited to verification of electrical circuitry
only on the OWS.

Checkout for the Ordr.ance Subsystem consisted of the following two (2)
tests:

© 1883580 EBW Subsystem, Meteoroid Shield and Solar Array

© 1B85235 All Systems Test (AST)

No significant problems were encountered during this checkout, and there
wvere no unresolved problems.

All ordnance Jualification tests were compieted satisfactorily. Major
areas of qualification were accomplished under iine items ST-14 and SA-u.

® Test ST-1l4, "Full-scale Meteoroid Shield Deployment," was accomplisied
at MSFC on the Static Test Article. Repeated testing verified proper
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verformanc: of the meteoroid shield release svstem, which had teen
redesigned following VCL deployment in May 1971, in wiich deplovment
was not total, and an expandable tube ruptured, releasin; gas and debris.
Test SA-b, "Solar Array System,' was accomplished at iRW and included
deployment tests which qualified both the solar array beam-fairing
release and wing section release systems. All individual deplovments
vere successful, the only ordnance system anomaly being the breaking
off of small metal tabs along the fracture line of the tension straps
during firing. This problem was resolved with a dual tape-wrap which
had been satisfactorily tested in SAS Production Acceptance Tests.
These tests, which incorvorated flight ordnance, showed that all or~ren

tabs were completely retained by the .ape.

There were no outstanding ordnance qualification test problems.

5.5.10 Pneumatic Subsystem - The Pneumatic Subsystem consists of the following

systems:

+]

Thruster Attitude Control System (TACS)
Pneumatic Control System (PCS)

Habitation Area (H.A.) snd Waste Tank (W.T.) Pressirization,

Vent Purge Systems

Vacuum Provisions.r

° Wardroom and Wasve Maﬁégement Water Dump Systems

Urine Tump System »

Refrigeration Pump Container Vent Line

© Metabolic Analyzer (M.A.) and Lower Body Negative Pressure

(LBNP) Vacuum System

Checkout for the Pneumatic Subsystem cons.sted of the following tests:

© #1B82256 Pressurization Systems and Vacuum Provisions

(4]

1R90960 PCS, H.A. ani W.T. Leak and Functional Tests

#Includes DSVT-350, Vacuum Pump Demonstratior Test
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© 1B90961 TACS Leak and Functional Tests

© 1B83582 TACS Automatic Checkout

© 1B85235 All Systems Test

© 1B8987T5 TACS Proof and Leak Test, Seal Beach

The following significant proplems were found during checkout:

© Metabolic Analyzer (M.A.) Sample Valve and Vacuum Outlet leakage
exceeded Interface Control Drawing (ICD) allowatle 0.4 liter/sec

at 1077

torr, a high vacuum could not be established at the M.A., and
OWS skin interfaces. The M.A. was replaced with a flight unit. The
OWS system, M.A., and Model DSVT-350 Vacuvm Pump then performed
nominally.

® TACS Temperature Transducer, P/N 1B79580-505 (C7262) and a leak at

the miter weld Joint. The transducer was removed and replaced. All

eight ‘8) TACS Temperature Transducers were modified to hase an

externally applied bonded sheath

TACS emergency vent command circuitry caused upstream valve (L1) to

delay in closing. Circuitry was redesigned to eliminate the delay

and the system operation was then normal.

° During All Systems Test, the TACS pressure swvitch "Airlock Module
indication" did not come on during the first cycles of two (2) TACS
thrusters. The response was nominal on the subsequent 102 cycles.
Detailed troubleshooting, inspection, testing and analysis was performed.
The problem was dispositioned as = Phantom for the following reasons:

? The fault which caused the delayed talkback problem did not re-occur.
° No evidence of a damaged component on the spacecraft or GSE was

found to indicate the cause of the delayed talkback.

® The TACS I-IV and I-II thrusters were successfully tested for
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approximately 102 cycles subsequent to the malfunction.

Possible causes were delineated in Test Problem Report OW1-P-2052-0/C (P),
dated 23 August 1973.

® During the Spacecraft Mass Decay Leak Test, individual component
leakages were also measured. The Mass Decay Test met all leakege
requirements, however, it was noted that the hatch and check valve
individual leakages were less than their production test leakage
values. Since all primary test objectives for the Mass Decay Test
were met, it was concluded that the individual component leak test

fixtures were leaking.

Crew Systems - MDAC-W Crew Systems personnel performed mission crew tasks
in the subsystem tests to verify the crew interfaces. The checkout tests
performed in the Crew Systems area were:

© 1B88207 Food Management

© 1B96426 Crew Accommodations

°© 1B946U1 Microbial Control Test Sample

© 1B86L24 Crew Compartment I'it and Function (02F2)
© 1B94312 Delta CoF°

Nc significant problems were encountered during checkout.

The testing of the portabis foot restraints (triangle shoes) and the sleep
restraints were deferred tc KSC because late configuration definition

prevented flight articles from being aveilable at Huntington Beach.

The flight crew performed the C'?F2 test in two (2) sessions and a final
bench check of the Ring Stowage Containers on 30 August 1972. Fifteen
(15) flight crewmen partizipated during these tests, There werc no
significant problems; however, r number of Test Problem Report (TPR)

jtems were irainsferred to KSC for crew reverification vecause of insufficient
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schedule time at Huntington Beach. These were identifled in

the Pre-delivery Turnover Report. Significant sections of the 02F2 Test
and Checkout Procedures that were not performed at Huntington Beach
because of hardware unavailability were:

© MU8T Experiment Verification

© M1T72 Experiment Verification

© Rescue Drogue Verification

® Stowage Fit Checks - Sleep Compartment

© 29 Stowage locations in other compartments

Crew Systems required no unique GSE. The interface with Model DSVT-303,
Crew Quarters Verticel Access Kit, and DSV7-311, HSS Equipment Eandling

Kit, was successfully demonstrated.

Stowage - The Stowage Subsystem provides provisions for containment/restraint
for loose equipment in the OWS during the launch/boost phase and zero-gravity.
Stowage provisionsg consist of containefs, lockers, cabinets, film vault,

food freezer/chiller and miscellaneous restraint provisions.

Checkout for the Stowage Subsystem consisted of 1B9EL22, Stowage p.ocedure,

plus eighteen (18) additional procedures mostly experiments and water
subsystem hardware.

All ntowage locations were fit checke Juring checkout except for approxi-
mately 28 locations which were completed at the KSC because of the hard-
ware not bein; available., In addition, 96 locations were unstowed and the
hardware was returneu to the suppliers in accordance with contractual
direction. Tweuty-five (25) Ring Contain.rs were delivered to the KSC
outside the spacecraft. Fourteen (14) of the Ring Conteiners were fully
stowed and five (5) were partially stowved.

A precision inspection of the eleven ambient food containers disclosed that
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some of the inside dimensions were outside the ICD tolerances. A Drawing
Department Authorization was submitted. During checkout, the installation
and removal of the GFP food racks were successfully demonstrated in all
eleven conteiners.

Pressure tests of the Mozite packing material (a closed cell materiul)
indicated a change of volume with pressure change. Since this volume
change could affect support of equipment during boost aund/or in orbit,

a series of tests were conducted to evaluate OWS uses. The test consiste&
of selecting critical installations of packing materials (Mosite, urethane,
and fiberboard) and subjecting it to launch-to-orbital pressure profiles.
Results of the tests were as follows:

° Launch pressure Support of equipment deemed satisfactory.

© Orbital Pressure Design changes were requried on ML8T stowage box to

meke it easier for the crewman to extract instruments

supported by the foam.
Interface with DSV7-303, OWS Crew Quarter Vertical Access Kit, and

DSVT-211, Habitability Support System Equipment Handling Kit, was

successfully demonstrated.

Experiments Subsystem - The Experiments Subsystem consists of the hardware

accommodations needed So integrete the experiment equipment into the OWS.

These accommodations include structural attachments, electrical cabling,

pressurization and vacuum plumbing provisions, and storage restraints.

The experiment/CWS interface accommodations were verified through a series
of subsystem tests and the All Systems Test. Additional man/rachine
interface verifications were accomplished during Crew Compartment Fit and
Function (CaFa) testing. The subsystem testing for experimeats covered
the period February through August 1972. The All Sy.tems Test (AST) and

02F2 testing wvere ccmpleted in August 1972.
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No significant problems regarding OWS experinent accommodations were
ercountered during OWS testing. The major problems encountered with
experiment hardware are as noted.

A total of 1b subsystem tests encompassing 21 experiments were performed,
including six (6) retests because of replacement of experiment hardware
with new hardware after those tests were completed. Only a small number
of test problems of any significance were encountered. These included:

© Qut-of-tolerance electrical bonding interface for S063 and S183

® S5190B stowage provisions

© T02T7 photometer extension rod failure

© 7027 Sample Array leak check failure

°® Displays did not illuminate

° MLT1 Exhale Sample Valve was opened Leyond its limiting stop

Since no anomalies occurred during the AST, the out-of-tolerance bonding
checks were acceptavle and waivers from the Interface Cc .rol Drawings
(ICD's) were requested. The S190B stowage provisions were corrected by
adding a new storage container for these items. The T027 extension rod
was redesigned and successfully retested. The T027 Sample Array was 3
returned to the supplier “or evaluation and rework to cerrect the interface ;
leakage problem. The T027 1lights were rplaced by ~he supplier. The |
“xhale Sample Valve opening did not i'equire recalibration. Recelibration

was needed only for "high accuracy' testing.

Only one (1) significarnt problem occurred during the AST - a failure of

the M1T71 Metabolic Analyzer. This was attributed to a failure of the

spirometer ball valve., This unit was returned to MSFC for rework and retest
and was subsequently made ready for flight. No significant problems occuried )
during C2F2 except TO27 Photometer extension rod failure. The extensior rod

was returned to the experiment developer for rework. The modified unit was

ke

ret .rned to MDAC-W and retested.
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The significant checkout open items remaining were summarized in the FDTH.
Most of these items were open because the flight hardware was not available
for checkout, or the hardware was scheduled for future modifications
before delivery to the KSC. The experiments that were returned to the
supplier(s) for rework were identified in MDC (3078, [0,

After completion of the AST, the biomedical experiments M1T71, M092,

M093, ESS, were removed from the OWS and replaced with new flight hardware.
A retest of the new hardware was successfully completed with no major
anomalies noted. Checkout for the kxperiments consisted of the following
tests:

© 1003 1BBOW38  Aerosol Analysis

© 1013 1BBLS5G9  Crew/Vehicle bDisturbance

e MOTh 1BBWSET  Gpecimen Mass Measurement

° M172  1BBLLOT  Bodv Mass Measurement

° 71027/ 1B8CL32 Contamination Measurement/Gegenschein-Zodiacal Light
5073

© 51ko  1B86Gh32  Particle Collection

° 5019  1BU6L28 UV Stellar Photography

© 020 TRBOLI0O  UV/X-ray Solar Photogranhy

°© M509 1BG4S6S5  Astronaut Maneuvering lLquivment
° 7020 1b84565 Poot-Controlled Mancuvering Unit
° 35063 1BBLLL2 UV Airglow Hori.on Photography
° MOY2  1BBLSOB  Lower Body Negative Pressure

° M093 1B8hE6B  Vectocardiogram

°© M131 10BW%68  Hw.an Vestitular Function

© MIT1 1B84SGY  ‘letabolic Activity

° 1ss 1884508  lxperiment Supnort System

° M151 1BB6LLG  Time and Motion Study
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° 5183 1BYGLLE UV D'mnorama

°© M133 1BB4SGG Sleep Monitoring

° T002 1B91060 Manual Navigation Sightings

© $190B 1B91058  EKarth Terrain Camera

Water ~ The OWS Water Subsystem provides for storage, piew turizaticn,
distribution, purification, thermal control, conditioning and ¢« .spensing

of water required for the total mission.

Checkout of the Water Subsystem wns satisfactorily completed ver 1344780,
Water procedure. 1wo significant problems were eancountered which were:

(1) The water tank domes on several tanks were deformed. The problem

was found to be related to the mechanical restraint method used for

handling. Tne domes were reformed '.1th gas pressure. Tne restranint

system was redesigned to utilize a vscuum system, (2) dispensed waier temperu-
tures from the chiller were 15°F (8°K) hipgher than the specification require-
ments of U5°F (281°K). Changes to Contract knd ltem (Cil) and Food Interface
Control Drawing (ICD) were processed. 'Che 'WCRUC druwing was changed und
approval obtained. ‘'he subsystem was prepared [lor shipment per LEQOW 3L, UWG

Mechanic.l System I'reparation for Shipment.

A Water Subsystem/CSE service demonstration utilizing the DSV7-312, hSE
Water Suvsystem Sterilization Checkout hit (GSE). was performed per
1B8L4TT9, Water Subsystem Service Demonstration, which included sterili-
zation und filling »of two (2) water tanks, a portable tank., and prelaunch
conditioning of a deionization filt2r. The only problem encountered was
the failure of a H20 level transducer on oue tank. This failurc was ;
attributed to its being used at a temperature which exceceded its design .4.4

operational limits. The transducer was replaced and retested.

The DSVT-314 Vacuum Pumping Unit was used to evacuate the water netwnrks

prior to filling the system wilh water and to evacuate the prrtable water tank !

for leak testing. No problems were encountered to cause any design changes.
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5.6

INTEGRATED VEHICLE TESTING - KSC

5.6.1 General - There were three primary areas of operations at KSC:

5.6.2

© Operations & Checkout Building (0&C) - general office area and
Acceptance Checkout Equipment (ACE) rooms located on the third
floor.

© Vertical Assembly Building (VAB) - office area, receiving inspec-
tion, equipment storage, assembly and test site; MDAC OWS-1
occupied some of the low bay area, High Bay 2, 20A & B, 24B, 25B,
26B of Towers A & B.

° Launch Complex 39A - (CWS-1 Launch Site.
All pre-flight preparations and testing were conducted in accordance with

the MDC Florida Test Center, Pre-Flight Operations Procedures (POP).

All High Bay 2 facilities, GSE, electrical, mechanical, and fluid systems

were verified and certified as functional, clean, and mercury free prior to

vehicle hookup.

The compleie integrated schedule for all testing and prelaunch preparation

for OWS-1 at KSC is vresented in Figure 5.6.1=1,

All data for all *ests have been avaluated. All tests were acceptable and

all test objectives were achieved.

Vehicle Arrival, Inspection, and Vertical Assembly - The OWS-1l arrived at

KSC on Septemher 22, 1972. A walkdown inspection of the OWS-1 was performed
to assess any damage which may have occurred during shipping and to ensure
the OWS-1 was in a condition to erect. The Aft Interstage wes erected and
assembled onto the vehicle stack; access kits were installed; and the OWS-1

was erec ed Septemper 28, 1972, and : aced on the vehicle stack. The IU was
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5.6.3
5.6.3.1

0\5

erected Ncvember 1, 1972, and the Fixed Airlock Shroud (FAS), Airlock
Module (AM), and Multiple Docking Adapter {MDA) were added to the stack on
January 29, 1975. This completed the stack and the KSC activity shifted to
subsystem verification. The following is a 1list of vrocedures which were
used at KSC to prepare the OWS for subsyetem verification:
{0-3000 OWS Erection
~x=-3002 DSV-T-331, DSV-4B-368 Protective Cover Removal and
DSV-4-324, DSV-4B-365 Desiccant Reconfiguration
K0-3003 WS Facility Mate, Preparation for Habitation Tank Access
and DSV-T7-303 Crew Quevters Workshop Access Kit Installa-
tion and Removal
KO-3004 DSV-T7-311 HSS Equipment Handling Kit Installation and
Removal
KO- 3005 DSV-7-327 Aft Umbilical Carrier Installation, Initial
K0-3006 DSV-T-375 Forward Umbilical Carrier Installation, Initial
KO-3007 DSV-T-328 Vertical Forward Stirt Access Kit and DSV-T7-3GT
Dome Protective Cover Installation and Removal
K0-3009 DSV-T-326 Interstage Access Kit Installation and Removal
The OWS-1 wau certified as mercury-free and any item taken into OWS-1 was
cortified to be mercury-free. Mercury contaminavion control at KSC was
specified in Memorandum Ab1~787-M&M-M-012, dated November 29, 1972, and

signed by the Mercury Control Officer.

Subsystem Verification

Structural System - There were no structural tests ascheduled at KSC.

For Structural Testing, see Paragraph 2.2.1.

The ordnance effort at KSC was administered in the structural group and

the following procedures were employed:
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© KS-1000 - OWS/DA/Fayload Shroud (PS) Ordnsance Receiving Inspeciion
and Storage. This test was verformed every time ordnaice was received.
Test Objectives were to perform a receiving inspection on all ordnance
required for the OWS, DA, and Payload Shroud. There were no signifi-
cant Discrepancy Reports. All test objectives were achieved; all data
were reviewed and found to be acceptable.
© KS-1001 - OWS/DA/Shroud Ordnance Lot Verification Test. The test
began April 2, 1973, and was completed April 9, 1973. Test Objectives
were to demonstrate ordnance acceptability for flight by lot sampling
methods. All seven (7) tests were perforred successfully on schedule
and all test requirements were achieved. The flight ordnance on the
Skylab I OWS/DA/Payload Shroud and S-193 Experiment Systems were
verified flight worthy.
NOTE: All ordnance which was flown on OWS-1 was from the sume
manufactured lot as the ordnance which wr.s tested in the
Ordnance Lot Verification Test.
© KS-1002 - OWS/DA/Shroud Ordnance Installation. The test began
December 20, 1972, and was completed April 14, 1973. All ordnance

detonators were installed by TCP KS-000T, CDDT/CD.

Objective of the test was to install ordnance in SWS, specifically,
LEA installation in the payload shroud, CDF assemblies, CDF manifolds,
and pressure cartridges installation in ATM/DA, CDF assemblies installa-

tion in OWS meteoroid shield, and S-193 experiment ordnance installation.

All installations were successfully accomplished per the TCP requirements.
There were 9 IDR's generated of vhich 6 were upgraded to OR status.
The test was successfully completed and all oblectives were met, Al)

test data were reviewed and found to be acceptable,
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5.6.3.2 Meteoroid Shield System

KO-3018 - Meteoroid Shield (MS) Mechanical Deployment Test. The
tect was begun October 3, 1972, and completed October 28, 1972.

Test Objectives were to install the ordnance;released folded panel
and rig the meteoroid shield for flight, verify proper devloyment of
meteoroid shield using a mechanicelly released folded panel as a
test substitute for the ordnance released panel used in flight, and
verify proper operation of MS sensors which report deployment and

positioning.

The real-time datae and post data evaluation showed the objectives
wvere accomplished as planned with the inclusion of the following
specifications weivers:

° Waiver MDAC OWS-WR-02 allowed any three of the fcur link latches
to engage at deployment. Two of the four link latches did not
engage during the first devloyment test. One of the four latches
did not engage during the second deployment test which conforms to
waiver MDAC-OWS-WR-02. These discrepancies were documented on DR's
OW1-02-0112 and -0118.

° TCN OW-012 changed the tolerance on the torsion rod strain gage
outputs.

Significant IDR'a,DR's encountered are noted:

° Interferences occurred between the forward circumferential buld
scale and the swing links. The buldb seals were replaced by flat
seals, These discrepanciea were documented on DR's OW1l-02-0039,
-0069, ~0095, -0096, -0108, and -0Y10.

° The lower proximity switch magnet located on the right butterfly

hinge interfered with the main tunnel cover during the first deploy-
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ment test. The interference was eliminated. This discrerancy
was docuzented on DR OW1-02-006T.

At two (2) panel joints on the aft end of the meteoroid shield,
the shield was away from the spvacecraft avoroximately one (1)

inch after the shield was rigged for flight. The splice plates

at these panel joints were improperly installed. The attachment
holes in the splice vlates were slotted to nermit vroper installa-
tion. This was documented on DR OW1-02-0136.

The hinge doublers bonded to tunnel straos were determined to have
slight areas of debend per TPS OW1-02-024€. Tests were conducte.
at Huntington Beach and the condition was found not to be detrimental
te, the structural integrity of the S/C. This discrepancy was
documented on DR OW1-02-0289.

The hex of the torsion bar at position five (5) aft section was
found to be twisted with a permanent set. This torsion bar was
replaced. This discrepancy was documented on DK OW1-02-.006€ and
was performed prior to initial deployment.

The contact area of the meteoroid shield with the habitation tank
was determined to be 62% at zero AP. The contact area was checked
at 8 psid during the performance of KO-4001 and determined to be
95%. This was documented on DR OW1-02-0180 and performed after
flight rigging.

Minor discrepancies occurred or wer: determined during the test.
These included out-of-tolerance pvarts, chivped paint, damaged gold

foil, improper installations, misalignments, bent, scratched and

lost parts. These discrepancies are documented and resolved nrior
to launch on DR's OWl1-02-0025, -0027, -0028, -C029, -0030. -0031,

-0034, -0035, -0037 thru -0045, -00KT thru -0055, -0066, -0068, -0070
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thru -0090, -0092 thru -009%, -0097 thru -01C7, -0109, -0111, -0113,

-0117, -0119, -0126, -0129, -0132 thru -0134, and 03-002L.

In summary, all problems encountered during the test were resolved

satisfactorily, all data were evaluated, and all requirements were met.

Thermal Control System - The active system was the Ground Thermal
Control System (GTCS) which was controlled and conducted by K0-5003,
OWS Habitation Tank Ground Thermal Conditioning System Functional and
Operational Test. The test was begun December 20, 1972, and completed
March 18, 1973. The purpose of the test was to - (a) leak check IGTC
On-Board Heat Exchanger and associated plumbing; (b) verify On-Boaid
fan operation and malfunction logic and indicators: (c¢) fill system
with water-glycol; (d) perform Habitation Tank heating, stabilization,
end cooling demonstrations with both primary and secondary systems, and

(e) purge Heat Exchanger and re-cycle with ground system.

Major problems encountered were - (a) umbilical quick-disconnects were
found to be susceptible to side loading and developed leaks. A line
support bracket was added to the aft umbilical carrier and no further
problem was experienced; and (b) GSE Model DSV7-334 was found to be
marginal in its ability to refill the flight system following pre-launch
purge. A seven-gallon supplemental reservoir (S1k-140 bladder) was

added and no further vroblem occurred.

The GTCS was put into operation following hatch closure {Arril 8, 1973)
and operated to hold OWS internal temperature within specified limits

throughout rollout, countdown demonstration test, countdown and launch.
There were no significant discrepancies. All test objectives were met,

and all data were reviewed and found to be acceptadle.
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Passive System handling at KSC was confined to the following procedures:

® KO0-3012 - OWS Surface Optical Measurements. The purpose of the test
was to determine if atmospheric contamination and handling degraded
the surface optical properties of various selected portions of the
OWS sufficiently to require cleaning. Solar absorptivity and
emissivity measurements were taken on selected internal and external
surfaces, components and coupons with Gier-Dunkle infra-red and
solar reflectometers. There were no significant discrevancies.
All test objectives were achieved, and all data were reviewed and

found to be acceptable.

© KO0-3011 - OWS Forward Dome High Performance Insulation Instaliation
(HPI) and Purge. The purpose of this test was to install Habita-
tion Tank forward dome high performance insulation (HFI). HPI seg-
ments were removed from shipping containers and carried into forward
skirt. Sections of the forward skirt access kits were removed and
HPI installed on forward dome. Lace HPI sections were laced together
and HPI protective cover was installed. There were no significant
discrepancies. All test objectives were met and all data were
reviewed and found to be acceptable.

There were thirteen (13) waivers processed on the Thermal Control System

and all were approved. These fell into meaningless categories, generally,

such as time of measurement or number of measurements or unavailability

of some measurements, etc.

5.6.3.4 Thruster Attitude Control System - This section addresses all pneumatic

testing in addition to the TACS.

The following TACS/Pneumatic System procedures were performed at KSC

in qualifying the various pneumatic systems and TACS:
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KO0-5009 - Vacuum Provisions Checkout. This test was begun
December 1, 1972, and was completed April L, 1973. Test objJec-
tives were to perform a leak check of tne vacuum systems. Tliese
included the urine dump, refrigeration pump container vent. waste
management water dump, LBNP experiment vent, metabolic analyzer
vent, wardroom water dump and water condensate dump subsystems
line. Each subsystem vacuum line was evacuated using a mass
spectrometer and each joint was sprayed with helium to determine
external leakage at each Joint. The seat and stem leakage was
measured for each vacuum valve and the opening and closing break-
away torque was determined. There were no significant discrepancies.
The test was satisfactorily completed and the vacuum subsystem was
accepted for flight. No significant vroblems nor anomalies were

found during the test.

KO-4001 ~ Pneumatic Pressure and Tank Leak Checks. The test was
begun December 1, 1972, and completed January 3, 1973. Test
objectives were to perform a leak and functional test of the various
pneumatic systems aboard the OWS. The test was satisfactorily
completed and the Pneumatic Pressurization and Tank Systems were
accepted for flight. > specifications and criteria requirements

were met except for the following:

® Leakage at the LH2 feed blanking flange exceeded the requirement -

3

1 x 10 ° sces He allowed as against 1.25 x 1073 sces He actually

measured., Waiver MDAC-OWR-WR-13, allowing the slightly out-of-

tolerance leakage, was submitted and approved by NASA.
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Quantitative leak checks of the coupled quick disconnects (QD's)
for the H/A pressurization system, waste tank vressurization
system, pneumatic control system, and SAS purge system could
not be satisfactorily accomplished because of accessiblity nro-
blems when the umbilical carrier was installed. Waiver
MDAC-OWS-WR-30, substituting a qualitative leak check of these
QD's, was submitted and approved by NASA

Leak check of the Pneumatic Control System Monitor Port Can was
accomplished by a 2W-hour pressure decay test instead of with
leak detector solution required by the specifications and
criteria document. This change was made to conserve schedule
time. Waiver MDAC-OVIS-WR-52 was submitted and apnroved by NASA

for this change.

There were no significant discrepancies.

KO-LOOO - Thruster Attitude Control Systems Checks. The test was
begun January 12, 1973, and completed January 17. 1673, Test
objectives were to perform leak and functional checks of the
Thruster Attitude Control System (TACS) to verify svstem integrity
and demonstrate the system meets the design intent. The test was
satisfactorily completed and the TACS was accepted for flight. All

specifications and criteria requirements were met except for the

following:

°© A leak at the 1B79580-515 Temperature Transducer located on TACS

Bottle #9., The leakage requirement was 1 x 10.6 sces Helium and
the actual leakage measured was T7.04 x 10-5 sces Helium, No
leakage was noted when using the mass spectroreter in the
sniffing mode. The leakage requirement was changed per KSC
request to no leakage allowed using the mass spectrometer in the

sniffing mode and the transduczf vas accepted for flight.
5-9
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Fifty-six (56) brazed joints out of approximately LOO brazed

Joints were leak ch-.xed using the mass spectrometer in the

sniffing mode instead of in the vacuum mcde as required by the
specifications and criteria document. Waiver MDAC-OWS-WR-36,
allowing leak check of these Joints in the sniffing mode instead

of the vacuum mode, was submitted and approved by NASL,

Leak check of the TACS Q.D. was performed with Helium and the Uson
Leak Detector instead of with GN2 and bubble soap. Since the Felium
test was a more stringent test, Waiver MDAC-OWS-WR-19 was submitted

and approved by NASA.

5.6.3.5 Solar Array System - The Solar Array System (Wings #1 and #2) was handled

P

at KSC by the following procedures.

o

KO-3001 -~ OWS/SAS Mechanical Mate and Ordnance Installation. The test
was begun October 17, 1972, and completed March 18, 1973. Test objec-
tives were to (a) install ordnance for beam fairing release and solar
panels release systems, (b) per .rm mechenical pre-load on solar

panels subsequent to ordnance installation in SAS wings, (¢) install
Wing #1 and Wing #2 on OWS-l, (d) leak check purge subsystem and
establish a GN, purge within the solar cell compartments, and (e) verify
proper operation of the vent modules. All test objectives were met and

all test data were revieved and found to be acceptabdble.

During and subsequent to SAS wing installation, various minor changes

vere made to the specification and criteria requirements for the SAS purge

system. These changes were made primarily to conserve schedule time and

vere documented in the following waivers which were sutmitted and approved

by NASA.
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MDAC-OWS-WR-0l - Waived load sensors 13 and 1l cinch bar rigging adjustments

+0

-25 1lbs

because they were set per TCP values which were in error - 440

+0
=25

MDAC-OWS-WR-00 -~ Waived the requirement to maintain 0.1 + .01 psig

(1957 + 0,-112N) should have been 450 lbs (200.2 + 0,-112N),
(1.02 x 102 + 68.9 N/m2) in the SAS wings until the appropriate orifices
could be fabricated (12/13/72).

MDAC-OWS-DR-08 - Extended the date for installing the purge orifices
from 12/13/72 to 12/22/72.

MDAC-OWS-WR-0T - Increased the allowable relative humidity for the
SAS wings from 60% to 68%. This change was allowed during the
mechanical mate of the SAS to the OWS only.

MDAC-OWS-WR-1k - Allowed a one-time deviation only of maximum SAS
purge off-time of 67 minutes instead of 60 minutes.

MDAC-OWS-WR-15 - Allowed use of GN, and bubble soap for lesk test of

+he SAS turge system instead of helium and a mass spectrometer.

KO-1COTA ~ SAS Derk I-V Test. Pre-ordnance installation was begun
October 17, 1972, and completed Octover 25, 19T2. Post-ordnance
ingtallation was begun November 10, 1972, and completed November 11,
1972. Test objectives were to obtain dark current-voltage (I-V) data
on thesolar array wings before installation on the OWS. There were
no significant discrepancies. All test objectives were achieved; all
test data were reviewed and found to be acceptable.

KO-1006 ~ SAS/OWS Electrical Mate and Dark I-V Test, The test was
begun November 20, 1972, and completed December 6, 1972. Test
objestives were to (a) verify the redundant electrical paths from each
solar module to the solar array power unit, (b) obtain dark current
and voltage (I-V) data on the solar array wings after installation

on the OWS, and (c) connect the electrical interfaces between the SAS

wings and the OWS. All test objectives were achieved; all test data
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wvere reviewed and found to be acceptable. No major problems were
noted. Only two minor problems were documented on DR's; two pairs
of wires on test connectors were reversed. The DR's were disposi-
tioned to re-identify wires to wrevent future test problems. The
noted DR's were: OWI-03-0227 and -023%4.

® KO0-1008 - SAS/OWS Dark I-V Test. The test was begun March 26, 1973,
and completed April 4, 1973. Test objectives were to obtain dark
current-voltage (I-V) data on the solar array wings after AM
electrical mate. All test objectives were achieved; all test data
were reviewed and found to be acceptable. This test was performed to
obtain current and voltage data on the Solar Array Wings and verify
electrical mate of SAS temperature measurements after Dark I-V Test.
The procedure did not account for the temperature gradient across
the SAS wings in excess of 2°F (256.4K). The data had to be evaluated using
individual module vo.tage vs. temperature curves. A waiver (MDAC-OWS-
WR-38) to the TCSRD was written to include the module curves as part
of the acceptance criteria. A failure in the DSVT-109 caused modules
111 and 139 on both wings to give faulty readings. The wing modules
were retested and found to be acceptable, using individual module
voltage vs., temperature curves.

5.6.3.6 Electrical Power Distribution System - The Electrical Power Distribution
Syster was re-verified at KSC after some modifications and all problems

vere resolved satisfactorily. All test objectives were met.
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The following procedures were performed in the pursuit of electrical system
verification:
© K0-1004 - OWS/IV/SII Continuity and Compatibility Checks., This test was
begun November 20, 1972, and completed November 22, 1972. Test objectives
were to verify the pre-power compatibility of the OWS electrical interface
lines prior to application of power and prior to mating with the AM, IU,
SII, and SAS. Also, establish the initial OWS switch and circuit breaker
; configuration. There were fourteen (14) IDR's generated during the per-
formance of this procedure. Thirteen (13) were closed by deviations which
revised tolerances, test meter polarity, meter range, dirty pins which
were cleaned or test cables used not wired pin-to-pin. DR OWI-03-0469
- which was transferred from KO-1004, IDR-013 documented a discrenancy on
one of “he signal lines from the S-IC to the IU. A higher-than-specified
resistance through the OWS - 1.4 ohms rather than 1,0 ohms maximum was
found. During investigation, one of the interface connectors was dis-
connected at the IU and upon reconnection, the out-of-specification reading
was cured, During flight mate, the suspect connector was found to be
1 contaminated. The contamination was removed by cleaning with salcohol,
In summary, all test objectives were met and all data were reviewed and
found to be acceptable.
© KO0-1001 - OWS Power-Up Support. This test was begun November 22, 1972,
; and completed November 29, 1972, Test objJectives were to power up and
power down OVS electrical buses that were energized and controlled through
the OWS/GSE umbilicals, in order to support OWS electrical tests prior to

the integrated (AM/MDA/OWS) phase of checkout.,

SR
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The following OWS buses were energized:
4p119 (talkback power)
RACS/RS (Refrigeration System)

Prelaunch Instrumentation

The power down portion of the procedure de-energized the noted buses.
Prior to each power application, isolation resistance measurements wvere
performed in order to verify that the power buses were safely above
ground. In summary, =ll test objectives were met and all test Aata were
reviewed and found to be acceptable. Run 1 of the procedure revealied
that the ACE software for RACS HI and RACS LO commands was reversed.

The ACE software was revised to correct the problem.

5.6.3.7 Illumination System - The verification of the Illumination System was
incorporated into KS-004S, SWS End-to-End Systems Test and Erxperiment %.st

(see Paragraph 5.6.L).

5.6.3.8 Communication & Data Acquisition System - Verification of this system was

incorporated into KS~0045, SWS End-to-End System Test (swe Paragraph 5.6.k).

The following significant problems were encountered and resolved

satisfactorily.

® Multiplexer Thermostat Installations, KR's OWI-03-0LT7, OWI-03-0476.
During visual inspection, it was discovered that the multiplexer
thermostats, P/N 1B75338, were installed in reverse; i.e.,, the thermo-

stat sensing surface was installed away from the multiplexer surface.

A thermal analysis was performed to determine the thermal response of
the thermostats in the above configuretion. The results indicated
only a one degree difference in the switching points of the thermo-

stats, wvith the therr..stat sensing element installed next to the

multiplexer case.
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Drawing Change Request Serial Engineering Order (DCRSEO) 1B77021-Akl-1
per Engineering Change Proposal (ECP) W003-12?, was issued to clarify
the installation drawing. The thermostat can be installed with either
side toward the multiplexer case. TPS OWI-04-0LT9 was generated to
reflect the above change, HNo retest was required.

Speaker Intercom Assermbly Removal, TPS OWI-06-0054. All Speaker Inter-
com Assemblies (SIA's) were removed twice from the spacacraft for
design modifications. The first removal was to reduce the output level
of the call potentiometer which minimized the possibility of squeal in
the call mode. The second removal was the result of DR's related to
the indexing of the channel switches and the looseness of the CCU
rcceptacles, The SIA's wer~ reinstalled and successfully retested per
KS-0045, Sequence 1k,

TV Input Station Removal, DR OWI-0G-856. The TV Input Staticn incated
at 404 was found to have an improper DC offset. This unit was replaced

with S/N 00001 and successfully retested per KS-0045, Sequence 15.

5.6.3.9 Caution & Varning System -~ This system was verified during KS-004S5, 3WS

End-to-End System Test. (See Paragraph 5.6.h)
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KE-T005
KE-T006
KE-T007

KE-T008

K0-19003

SR S

KO-T000
E KO-To01
KO-T002
KO-TOOk
KS-0009
KS—OOlg
KS-0045

K8-T000

5.6.3.10 Experiment Accommodation System - Experiment testing wrs conducted both
off- and on-module. All test requirements were satisfied and four (i)

waivers were written to accept discrepant items.

The following procedures were used to conduct off-module experiment tests:

Medical Experiments Off-Module
Experiments Off-Module Preparations
S019/5183 Off-Module Functional

Off~-Module Periodic Operations

The following procedures were used to conduct on-module experiment
tests or were integrated tests supported in whole or in part with

experiment hardware:

Receiving Inspection

Experiment Leak Checks

Experiment Installation and Removal
Experiment Mechanical Tests
On-Module Periodic Operations
Simulated Flight

OWS Closeout

End-to-End Test

Experiment Stowage

The fbllowing paragraphs detail, by experiment, those tests performed

and indicates any anomalies observed and the subsequent resolutions.

° Thermal Control Coatings (DO24) - This is a passive experiment; only

a receiving inspection and fit check were performed.
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Experimant Support System (ESS) - After receipt of the OWS at KSC; the
ESS was removed andl returned to MSFC for rework. After reinstallation
in the OWS, no anomalies were detected.

In-flight Blood Collection System (IBCS) - No anomalies were observed
during IBCS testing.

Specimen Mass Measurement Devices (MOT4) - On-Module testing was per-
formed with no anomalies. Calibration of the devices could not be
performed on-module because of low frequency vibrations present within
the spacecraft. Calibration was successfully accomplished off-module,
Lover Body Negative Pressure (M092) - Minor repairs were performed on
the waist seal, iris plate and delta p gauge by MCFC representatives,
Leak and function tests were performed on the device. Waiver
MDAC-OWS-WR-02 was written to explain the out-of-tolerance readings of
the leg volume measuring system.

Vectorcardiogram (M023) - One vectorcardiogram umbilical was returned
to MMC for rework and the electronics module in the ESS was reworked a‘
MSFC, No other anomalies were detected.

Human Vestibular Function (M13l) = No test anomalies were observed.
3leep Monitoring (M133) - After receipt of the OWS at KSC, M133 was
returned to MMC for rework of worn hardware and incorporation of design
modifications. After return of the hardware, the backshell of the power
cable wvas discovered to be loose. The shell was tightened and the dis-~
crepancy closed. Other test anomalies observed were associated with the
Mi33 test sct.
Metabolic Analyzer (M171) ~ After receipt of the OWS at KSC, the bicycle

ergometer and metabolic analyzer vere_returned to MSFC for rework. After
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reinstallation in the OWS, the ergometer performed unsatisfactorily and was
again returned to MSFC, After reinstallation in the OWS a

leak in the metabolic analyzer was discovered. The leak was isolated

and fixed. All subsequent tests were satisfactory. Two (2) waivers
(MDAC~-0OWS-WR-02 and MDAC-OWS-WR-11) vere written to allow for a power-

off period in excess of that specified in the test requirements,

Waiver MDAC-QWS~WR=-23 was written to explain an anomaly in the comparison
of metabolic analyzer telemetry outputs versus displays.

° Body Mass Measurement Device (M172) ~ On-Module testing was performed with
no anomalies. Calibration of the device could not be performed on-module
because of low frequency viﬁrations present within the spacecraft. Cali-
bration was successfully accomplished off-module.

© Habiambility/Crew Quarters (M8T) - This equipment generated numerous
discrepancies due to cleanliness problems, label debonding and inadequate
draver inserts. All discrepancies were reworked and e:.epted. The
digital thermometer output did not meet the acceptance test requirement.
However, it was determined that the requirement exceeded the hardware
design specification and the unit was accepterd.

° Astronaut Maneuvering Equipment (M509) - No test anomalies were observed.
The propulsion support system bottles were discovered to contain twisted
valve stems. The bottles were reworked and retested by MMC personnel and
reinstalled in the OWS,

© UV Stellar Astronomy (S019) - After receipt of the OWS at KSC and com-
plation ol tests, the film cannister and optical cannister were returned
to the University of Texas for flight calidbration and film loading,

After reinstallation in the OWS, no anomalies were cbserved.

© X-Ray/UV Solar Photography (5020) - No test anomalies were observed.
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UV Airglov Horizon Photography (S063) - No test anomalies were observed.
Micrometeorite Particle Collection (S149) - During testing, a loss of
motor drive/cassette support unit motor temperature occurred. The
problem was traced to a faulty socket on the photometer connector.

The socket was reworked and the unit performed satisfactorily. No other
test anomalies were observed.

UV Penorama (S183) - No test anomalies were observad. The pupil on the
unit was determined to have spots and scratches. The unit was cleaned
and it was determined that the scratches would have no effect on the
photographic data to be gathered by the experiment.

Earth Terrain Camera (S190B) - No test anomalies were observed,
Trans-Uranic Cosmic Rays (S228) - This is a passive experiment; only a
receiving inspection and fit check were performed.

Magnetospheric Particles Composition 5230 - This is a passive experiment.
Only a receiving inspection and fit check were performed. No anomalies
were observed.

Manual Navigation Sightings (T002) - No test anomalies were observed.
In-Flight Aerosol Analysis (T003) - No test anomalies were observed,
Crew Vehicle Disturbances (T0l13) - The suit was removed and returned

to Langley Research Center for rework. After return of the suit,

subsequent testing showed no discrepencies.
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Contamination Measurement and Gegenschein/Zodiacal Light (T02T/
S073) - Leak checks of the unit at both scientific airlocks
produced leakage in excess of the test requirements. The cennister
was removed from the OWS and lcik testing was performed in the
laboratory. Leakage was reduced to an amount acceptable for flight.
A failure of the photomultiplier tube indicator resulted in replace-
ment of the indicator. Additionally, the photometer connector was
reworked (Reference Micrometeorite Particle Collection (S149)
paragraph, above),

Sample Array (T027) - The unit was rejected due to pittins and
corrosion and returned to Martin Marietta Corporation (MMC) for

rework. The backup sample array unit was upgraded for flight and

installed in the OWS, Leak tests ca this unit were successful

and it was installed in the OWS. A functional failure on this unit
occurred during system testing and it was returned to MMC. The
original unit was returned to the OWS and system tests were completed,
After rework of the backup unit and subsequent system tests, it was
determined that the backup unit was more flight worthy, the flight
optical samples were then installed in this unit, finsl off-module leak
and functional tests were successfully completed and the unit was final
stowed for flight.

Van Allen Belt Dosimeter (VABD) - Irregular variations of certain tele-
meter indications were observed, Off-module tests showed these date

variations were characteristic of the unit and the unit was accepted.
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Bacteria and Spores (ED31) - No functional testing was performed on
this experiment hardsare. Receiving inspection and fit check were
performed. Some missing tape was noted and dispositioned.

In Vitro Immunology (ED32) - No functional testing was performed on
this experiment hardware. Receiving inspection and fit check were
performed and no discrepancies were observed.

Motor Sensory Performance (ED41) -~ Contamination was observed in the

cable. The unit was cleaned, functioned satisfactorily and accepted.

Web Formation (ED52) - No discrepancies were detected during functional
tests,

Plant Growth/Phototropism (ED61/62) - No functional testing was performed
on this experiment hardware, Alignment/orientation information was

not present. This discrepancy was dispositioned and the unit was accepted.,
Cytoplastic Streaming (ED63) - No functional tests were performed on

this experiment hardware.

Capillary Study (EDT2) - No functional tests were performed on this
experiment hardware., Some marks on protective coatings were noted and
dispositioned.

Mass Measurement (EDT4) - Numerous discrepancies, including improper
identification tags, inadequate packing, delamination and bent pins were
noted and dispositioned. No anomalies were detected during functional

tests.,

5=-108



° Neutron Analysis (ED76) - No functional tests were performed on this
experiment hardware. Two neutron detector slides were accidentally
exposed; hovever, this condition was dispositioned as acceptable.
The unit did not have the required radiocactive material decals:
decals were applied.

° Liquid Motion in Zero-G (ED78) - No functional tests were performed
on this experiment hardware. No discrepancies were observed.

All experiment testing objectives were sachieved; all test data were

reviewed and found to be acceptable.

5.6.3.11 Habitability Support System
° Waste Management System - Subsequent to OWS-1 delivery to KSC, the
WMS was redesigned to accommodate increased daily urine collection
requirements. The redesign and hardware fabrication were accomplished
at MDAC-W per ECP W659. Associated rework and installation at KSC
were accomplished per the following TPS's: OWI-09-0139, OWI-09-0151,
OWI-09~0181, OWI-09-0182, OWI-09-0185, OWI-09-0202, OWI-MDAC-0036 and

OWI-MDAC-00L40.

TCP's K0-5005, KS-0045, KS-0010, KS-0009, and KS-0016 were rewriuten

and conducted using the redesigned WMS hardware.

© KO-5005 - Waste Management System Verification and Checkout was
begun January 10, 1973, and completed March 3, 1973, Test oblectives
wvere to perform a povwer-off mechanical test of the Waste Management
Subsystem to ensure flight readiness, perform leak and functional
checks of the Waste Management System in the processing and launch
configuration, and perform a mechanical and functional checkout of

the trash airlock. All test objectives were achieved: all test data

wvere reviewed and found to be acceptable.

-— e e m
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Mejor problems encountered and solutions are summarized below.
® DR-OWI-09-0802 Excessive Closing Forces on Urine Drawe:r #2
unacceptadble to flight crew. Drawver was replaced with drawer from
OWS-2 and retest yielded acceptable forces.

DR-OWI-09-0852 Interference Between Chill Plate and Centrifugal
Separator in Urine Drawer #2 scratched chill vplate and created
potential coolanol leak. Scratch depth was measured and analyzed
and found not to create a leak hazard. Separator mounts on-all three
drawers were backed-off to provide adequate clearance and preclude
repetition of problems.

Airflov and pressure drops in collection module during KS-0045

test failed to satisfy TCRSCD requirements. This problem was
attributed to clogged filter in GSE fecal bag. Retest of Drawer #2
using flight bag yielded acceptable results. Data analysis indicated
no retest required on Drawers #1 and #3 (reference Waiver Request
MDAC-OWS-WR-31).

DR-OFS-0046 Centrifugal Separator mount assemblies (P/N 1B90271-
501C) were found to have loose center cores resulting in index pin
misalignment. Failure analysis by NASA malfunction investigation
staff (MIS-039-73) concluded that debond condition was caused by
"short shot" of center rubber material. Mounts were replaced with
new mounts; however, a history of similar fajlures in the tcest
program prompted develonment of a backup means by which the flight
crew may re-align index pins on debonded mounts.

Water Management System - To perform a functional check, sterilization
and servicing operation for the liSS Water Subsystem, and to prepare the

system for orbital operation, KO-500T Water Subsysvem Servicing and
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Functional Test was performed. The test was begun February 23, 1973,
and completed April 10, 1973. Test objectives were to perform a
functional check, sterilization, and servicing operation for all

the HSS water subsystems including portable tank, microbial control

equipment, and shower, and prepare the sy~tem for orbital operation.

Review of real--time data accumulated during this test indicated

that all test cbjectives were met. The pressurizetion manifold

transducer was successfully tested and the telemetry output verified.

The ten water tank level transducers were evaluated during water

loading. Reference data was obtained during bellows stroking to

correlate bellows position with transducer outputs and meaningful
results were obtained on T of 10 tanks. The specification requirement
for 100 + 2.4% was waived (MDAC OWS WR-33) since all transducers were
intermittent, fluctuating between an on-scale reading and off-scale
high. During performance of this test, sixty-three IDR's were written
and of these IDR's, three were voided, one was transferred to an MDAC

Discrepan y Report (DR) (Flight Crew Equipment), two were transferred

to LUT 2 DR's, ten were vransferred to DSV7-312 DR's and twenty-seven

vere transferred to Spacecraft DR's. The most significant anomalies
are discussed below.

° Low Water Flowrate from Facility (Reference IDR 005) - Due to &
restriction in the LUT 2 facility water filter bank, maximum flow
delivered was 0.4 GPM (,0259 liter/sec), should have been 0,5 to
1.5 (.0315 to ,0945 liter/sec), Waiver Request (WR) MDAC-OWS=WR-26
alloved completion of a test sequence with this low flowrate. The

facility filter banks were reserviced subsequently to correct

tha problem,
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Shower Suction System Indicated Leakage (Reference IDR 0l4) - During
shower suction syst.em leak checks, the Uson leak detector
indicated several apparent leaks. Waiver request MDAC-~-OWS-WR-28
allowed use of the mass spectrometer in the sniffing mode

instead of the Uson, and all leakages in this mode were
acceptable.

Biocide Level Problems (Reference IDR's 009, 017, 020, O46) -
Problems resulted during preparation of water/biocide solution

in the GSE reservoir. Contributing factors were (a) incorrect
biocide cuncentration in supply container, (b) binding of the
injector assembly, (c) leaks in the injector needle, and (d) cali-
bration of the injection system. These problems were resolved
and correct biocide concentrations were achieved.

H,0 Gun Hose Leakage (Reference IDR's 022, 023, 024) - After
steam sterilization of the wardroom netwnrk and water servic-
ing, leakage was noted at each of the three HQO gun hoses. The
hoses were replaced by TPS OW1-08-0LL6 and successfully retested
by deviation KO0-5007 No. 275. TCN 130 eliminated autoclave steam
sterilization of the guns to avoid subsequent damage. Guns were
maintained sterile using aseptic techniques.

Portable Tank Biocide Level (Reference IDR 0ll) - Waiver request
MDAC OWS-WR-27 was written to permit a biocide level of

3.8 ppm (S/B 6+1 ppm) for the portable tank test. This vater

wvas loaded for demonstration test only and was subsequently
drained from the portable tank.

Water Tank Number 9 Low Volure - Water tank 9 was not completely
filled during servicing. Waiver request MDAC OWS-WR-34 allows

up to 55 1bs (24,94 Kg) of water to be off-loaded [was 25 lbs

(11.33 Kg) maximum],
5«112
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© Miscellaneous Specification Changes - The following TCN's
were processed during this test:
° TCN-136 changed the cation Tilter water sample require-
ment to delete discolved gas specification.
© TCN-139 changed the cation filter final biocide condi-
tioning requirement to 21 + 1 ppm (was 14 + 1 ppm).
© mMCN's 107 and 141 deleted requirements to run wet tests
of the urine flush and contingency networks.
All test objectives were met, all test data were reviewed
and found to be acceptable.
Personal Hygiene System - No testing was accomplished at KSC on
this system. The only activity at KSC was the stowing in the
OWS. (See Paragraph 5.6.3.13.)
Body Cleansing System (Shower) - The KSC activity consisted of
leak checking the shower, the inter-connect tuoing, and the pump.
The pump was functionally vcrified by operation and the whole
system was stowed aboard the OWS (see Paragraph 5.6.3.13). The
testing was completed and all results were satisfactory.
Food Marsgement System - No testing on t..is system was accomplished
at KSC; t“is system was stowed aboard the vehicle (see Paragraph
5.6.3.13).
Sleep Support System - The light baffles for each sleep compartment
were retested at KSC to evaluate design changes made after the OWS
was shipped to KSC, The retest resulted in severa. more design
changes to minimjze light leaks. The final evaluation of the sleep

support system was acceptable.
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Refrigeration System - The mechanical Refrigeration System (RS)

checkout spans the time from December 9, 1972, until Countdown

Demonstration Test (CDDT), May 2, 1973 (KC-5001).

o

The RS electrical checkout started November 27, 1972, and was
completed December L4, 1972 (KO-1000). Problems encountered

and solutions are summarized below:

The Pressure Indicator Panel (PIP) was reassembled after
cleaning ;nd leak checked by bagging in lieu of a vacuum
chamber check (a chamber large enough was not available).
The bagging technigue could not be used on the quick
disconnects (QD's) which later became the source of leakage
and caused a connection delay with the pump enclosure.

These same QD's were susceptible to side loading and leaked
(DR OW1-02-1013). A support bracket was fabricated and the
QD's secured. No subsequent coolant leakage was reported
after December 19, 1972, bracket installation. Protective
aides were also fabricated to prevent gage glass breakage and
caelibration screw adjustments., QD handling procedures were
developed to maintain lubrication in QD mating surfaces.
Refrigeration System (RS) Checkout (KS-00L5) started
February 12, 1972. Schedule delays were caused by the inad-

vertent use of 'quarantined" Coolanol-l5 heat transfer fluid

(Batch QBL) in the RS Servicer (DSV7-315). A new supply of
Coolanol-15 (Batch QB3) caused a new concern over the dark

yellow fluid color, The yellow cuolanol was filtered (1.25
microns), analyzed and counsclled with the manufacturer and
determined to be acceptable., A decision was made to use this

fluid., The GSE was serviced, and Coolanol-l5 dewatered and
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degassed, A waiver (MDAC OWS~-WR-25) was required to accept
the GSE particle sampling (one partisie approximately 190
microns). The decision to use the "yellow" Coolanol caused

a ressquencing of the RS checkout procedure which now started
with chilldown and without the proper flight coolant level.
All RS "cold" tests incorporated an insulating cover and a
.013 ft 3/min (6.13 X 10'6m 3/Sec) Gaseous Nitrogen (GN2)
trickle purge for the pump enclosure which allowed for the
regenerator heater operation and the verificstion of chiller

low loop switching using dry ice in the food chiller only.

The completion of RS coolant loading was dela: when the
1B93649-501 secondary loop jumper hose outlet QD oparator

did not retr;ct. The fix was to disconr~ct the secondary
Jumper hose while maintaining a slight positive pressure on
the pump enclosure secondary outlet QD [approximately 1 rslg
(1.08 x 10% N/p2)lon disconnect. The primary jumper hose was

used to off load the secondary coolant loop.

A waiver (MDAC OWS-WR-32) allowed for a refinsment of the off
loading temperature variable, the net result of which allowed
the average coolant temperature in the primary loop to reach
94,2°F (307.7K) and the secondary loop to reach 91,1°F

(305.9K) before completely extending the accumulator bellows,

GSE Model DSV7-301 supplied the proper water glycol tlow rate
temperature and pressure to the RS; however, the Temperature
Control Units (TCU's) failed to refill the flight system after

the launch purge. The first fix was to modify the GSC by adding
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two S1k-140 bladders to add seven gallons of additional

water glycol reservoir capacity to each TCU, Although the
bladders were ultimately successful in refilling the TCU
reservoir, the problem was found to be excessive glycol
leakage in the TCU's. The RS grourd serviced water glycol
loop was over pressurized when incorrect operational steps
were taken to reduce the pressure (IDR 119). Subsequent data
review revealed that the GSF relief valves limited the maximum
pressure to 310 psia (2,137 X 106N/m2) [maximum proof is 400
psia (2.757 X 106N/m2)]. Procedures, valve, switch positions,
and relief valve settings were changeu to prevent a further

recurrence of overpressurization.

Umbilical QD's at find numbers (FN) A7679 and AT(83 started
leaking water glycol into the aft umbilical carrier (GSE
DR-DSV7-30. 0004). The QD's were removed and inspected.
llormal seal wear was observed and the possibility of QD side
loading, causing leakage, was confirmed. The fix was twofold:
a coolant line support bracket was fabricated (1B727Th-l) to
support QD's and help maintain axial alignment. The QD's with
new seals were replaced (after KS-008). There was no sub-
sequent water plycol leakage reported from these umbilical
QD's. KS-0045 was completed February 25, 1972. All RS flight
and ground functional modes were verified except for water

glycol ground refill with the DSV7-301,
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Since the RS umbilical Qb's were not availeble for the
swing arm test (KS-0008) February 27, 1973, no ground
functions using conditioned water glycol were verified.
All GSE uplink functions were simulated. RS plus count
activities (loop enables/disables, plume shield Jettison/

reset) were verified functional.

Umbilical QD's were installed and leak tested in time for
the start of Space Vehicle OAT (KS-0009). All RS perfor-

mance was acceptable during the test,

Current spikes were observed during post-test data review

on the +4D111 Remote Autometic Calibration System (RACS)

bus (DR OW1-09-1099). Fault isolation revealed an electri-
cal noise sensitivity in the primary loop inverter. Current
spikes did not affect the pump flow output or other para-
meters. The RS primary loop inverter was replaced March 25,
1973, with a unit tested at Huntington Beach and verified
not to have a similar condition. Subsequent retest and
observation of +4D11l current showed no further occurrence
of current spikes., Corrective action on the inverter which
was removed was to twist the clock line and its return to
the shift register, twist the 5 vdc supply and its return to
the shift register, and remove a capacitor across the clock
line., Removal of the capacitor reduced the clock pulse fall

time from 8 microseconds to 2 microseconds which minimized
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the clovk output line exposure time to noise. These actions

eliminated the current transicntis.

The Automatic Terminal Sequence Program (ASEP 1111) which
sequences off the Interior Ground Thermal Conditioning
System (IGTCS), RS and AM functions, was verified in the

simulated Flight Test (KS-0012). Performance of the RS was

acceptable,

RS responses to DCS commands and IU commands were verified

in the Software Integration Test, March 27, 1973, (KS-0011).

RS pump enclosure tube support was found missing. Part
wvas fabricated per OWI-02-1013 and support was bonded in
place. The gold foil blanket was installed over regenera-
tive heat exchangers and the pump enclosure door installed

and enclosure purged with GN_, (KO-5009) on March 13, 1973.

The RS was prepared for frozen food storage by TPS-OWI-09-029,
Frozen food was stowed at 10:30 AM, April 8, 1973, and RS
was operated cuntinuously with all system data recorded a

minimum of every half hour until launch.
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The radiator backface insulation and thermal curtain
vere installed by KS-0016. Rollout (KS-0018, May 16,
1973) was uneventful except for facility transients
during power transfers. RS was successfully controlled
and monitored from Mobile Launcher panels 302-421A2 and

302-L20A2.

RS performance during CDDT and CD (KS-0007) was acceptable,
Water glycol purge and refill by DSVT-301 was successful
during CDDT. The ASEP 1111 Terminal Sequencer Program
sequenced AM IGTCS and RS functions properly. A nominal
performance during countdown and launch was observed.
K0-1000 ~ Refrigeration System Electrical Checks. The test
was begun November 27, 1972, and completed December L, 1972,
Test obJectives were to verify that electrical components of
the RS were functional prior to the start of RS wet tests,
The following were conducted:
°® Pump inverter and logic supply voltage checks
® GSE input command checks

° Logic unit checks
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Pump Sequencing

Loop Transfers

° Logic Control

© OWS Display Indications

® Temperature Control Circuitry Checks for:

° Freezer Inlet Temperature

© Chiller Outlet Temperature

Regenerator Heater Coantroller
° Radiator Bymass Controller

®° Heater voltage and thermostst checks

All test objectives were achieved; all test data were reviewed

and found to be acceptable. Leak checks on the RS were performed

by KO-5009 and are recorded in Paragraph 5.6.3.h.

Pressure Garment Conditioning System - No testing wvas accomplished

on this system. The suit drying station was insLalled in the

vehicle.

Stowage System -~ Crew equipment stowage was handled at KSC by Test

and Checkout Procedure (TCP) K0-30l4. This test was begun

March 25, 1973, and completed April 2, 1973. Test objective of this

test were (1) to provide instructions for handling and pre-packaging

flight crew equipment in the cleanroom to support subsystem testing,

bench review, crew fit and function test, and flight stowage,

(2) to provide instructions tor stowage of flight crew equipment

in the OWS spacecrafi for CCFF and flight; and (3) to create an

installation record of stowed flight crew equipment in support

of launch operations. KO0-30lk also provided CCFF procedures for

the ring containers., All tests were conducted satisfactorily.
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Six (6) procedure change requests (PCR's) were written due to
stcwage changes. Three (3) bench reviews were conducted with crew
participation and all components or representative samples were
reviewed. There were 1255 deviations written and 231 IDR's
generated during the total test run. None of these were any

major problem and all were closed or upgraded to DR's.

All test objectives of this sequence were satisfied and the

test was acceptable.

Ground Support Equipment (GSE) - the GSE utilized at KSC was, for
the most part, the same GSE used at Huntington Beach (A3) in the
Vehicle Checkout Laooratory (VCL) for stage checkout, except where
facility differences dict:cted a different test setup. A more

complete account of the GSE exists in Paragraph 2.2.1k.

Prior to performence of OWS interface checks, system verificaticn

and space vehicle integrated testing, the following SWS ESE TCP's

were successfully completed to prove the integrify of the Grourd

Electrical Power and Control Systems.

© KS~9000 - LC39 Electrical Support Equipment Cable Validation.
This test assembled all electrical equipment on the Mobile
Launcher ana Launch Control Center and performed electrical ring-
out, meggering, and connection of GSE cables.

® KS-9001 - ACE to VAB GSE Integration. Verified the capability
of ACE control room 2 to transmit commands and receive data from
LC39 GSE and spacecraft umbilical systems. Each command and its
associated indications were validated prior to use with the

space vehicle.
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KS-9002 -~ SWS GSE Emergency Power Test. Verified the capability
to transfer to and from emergeéacy back-up power and confirmed
which equipment was on emergency power.

KS-9018 - VAB GSE Power System Activation. Verified all local
controls in the Mobile Launch and provided a control procedure
for daily use when not operating under ACE Station control.
KS-9101 - EBW Pulse Sensor Functional. Verified the calibra-
ticn of the EBW pulse sensors prior to spacecraft use.

K0-9010 - DSV7-109 Solar Array Component Test Set Self-Test.
This test was utilized to set up and run a self-test of fhe
DSVT-109 Solar Array Test set prior to running each dark I-V
test. There were three issues of this self-test; all were
completed satisfactorily.

K0-9016 - GSE Relay Module Test. Functionally tested GSE relay
modules prior to installation in GSE racks. There were three
issues of this test and all were completed satisfactorily.
KO-901T - GSE Diode Module Test. Functionally tested GSE diode
modules prior to installation in GSE racks.

KO-9018 - DSVT-122 Refrigeration System (RS) Checkout Kit. This
test was utilized to set up and run a self-test of the DSV7-122
Refrigeration Test Set prior to accomplishing the spacecraft RS
tests.

K0-9019 - GSE Circuit Breaker Test. Functionally tested GSE
circuit breakers prior to installation in GSF racks. There

vere three issues of this test; all wvere satisfactorily completed.
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KO-0004 - SWS to IU Interface Test. Test objectives were to (1)
verify the OWS switch selector interfaces and the vibration and
acoustical channels; (2) ensure that otler systems operating during
this test did not transmit false commands to the SWS switch
selector MDA vent valve circuits; and (3) assure that the MDA vent
valves operating commands via the SWS switch selector did not

transmit transients to other systems in parallel operation.

All of the channels were verified with the exception of Cheannels 108
and 109 which control the radis“or shield jettison command. These
commands were performed by deviation to KS-0008. Two (2) errors

found in the switch selector counting ACE routine. The counter

counted multi-malfunctions when the switch selrctor output was 2.L

vde. The output voltage for a single channel was found to be a maximum
of 2.7 volts instead of 2.4 vdc. The tolerance in %he counting routine
wvas changed to not more than 2.7 vdc, This solved the problem of
receiving erroneous malfunctio’ .ounts and multi-malfunctions. This
procedure channel verified all ATM/AM/OWS vibration and acoustic
sensors through the IU FM telemetry system with no problems.

KS-0008 ~ SWS Operations for Space Vehicle Swing Arm Overall Test.

Test objective was to verify the SWS/LV compatibility during countdowm
and an abbreviated plus count (9 min., 4O sec.) while in a minimum GSE/
ESE cabling configuration. The test was satisfactorily completed.
KS-0005 ~ IU/ATM/OWS TACS Test. Test objectives were to verify the
capability of the IU and ATM to provide the necessary signals to

the TACS to accomplish the required attitude control functions and to
verify the proper TACS response to these controls., The test was satis-

factorily completed.
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complete and the Skylab mission was ready for launch. These tests

were nearly trouble-free and any problems which occurred were quickly

resolved and satisfactorily handled. All test data were satisfactory

and all test objectives were achieved.

© KO0-0003 - AM/MDA/OWS Electrical Interface Test. Test objectives were
to verform flight mate of the OWS to the AM and verify the operational
performance of the complete electrical and power distribution system.
Six (6) DR's were written which involved cable routing. The cable
routing was changed and the DR's were closed. The OWS Power
Distribution Control System was functionally verified and no hardware
problems were found.

© KO0-0001 - AM/MDA/OWS Leak Test. Test objectives were to perform a
leak test of the various systems aboard the AM, MDA, and OWS, and
verify the integrity of the interfaces.

© KS-0045 - SWS End-to-End Systems Test and Experiment Test. Test
objectives were to: (1) Verify OWS control circuits from ESE/GSE;
(2) verify AM/OWS manual control of SWS systems: (3) verification of
the caution and warning system including the ATM interface:; (4) verifi-
cation of on-board HSS eouipment to the extent vossible in a one 'G"
environment; (5) verification of the on-board illumination system;
(6) verification of the experiments which could not be checked vrior
to OWS/AM/MDA mate; (7) verification of all ordnance circuits: (8)
verify operation of the communications and instrumentation systems:
(9) verify the combined operation of the EREP system: (10) M512-confidence
level verification of the vacuum system: (11) RNBM-end-to-end verification
of flight spare RNEM alert; (12) EREP-perform operational checkout of

earth resources.

All tesis were satlsfactorily completed.
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K0-9020 - DSV7-502 Mass Decay Leak Test Kit and Associated GFP
Validation. Performed an end-to-end verification of the DSV7-503
test set prior to installation for spacecraft checkout. Signifi-
cant proplems encountered were: Mobile Launcher Noise (DR GSE-~T-
329-001%) - It was discovered during checkout operations, that
Mobile Launcher noise was present and was being introduced into
pressure transducer output lines. The transducers responded to
this noise and ceused an out-of-specification condition and/or
noise in the measurement. The noise affected five OWS pressure
measurements and approximately thirteen measurements within
existing S-IVB pneumatic consoles. Consoles affected were:
DSVT-301-MT 3 and 4; DSV7-329-MT 1, 2, 3, L4, 6, 10, and 1k:
DSVT-322-MT 8 and 9; DSVT-334-MT 3 and 4: DSVT-343-MT 1, 2, 3,

4, and 5.

Only three OWS pressure measurements resulted in out-of-specifica-
tion conditions. (High RACS indicated 2.56 vdc and should be
4,00 + 0,40 vdc Low RACS indicated 0.7 vdc and should be 1,00 #
0.050 vdc), An interim fix which consisted of a capacitor in

the patch panel measurement test points was incorporated.

As a final fix, filter cables were fabricated per ECP W003-65C.
The filter cables were installed and successfully tested per

K5-0009, Mission SIM Test.

System Verification - The following test procedures represent all the
integrated system testing which was accomplished at KSC. These tests are
listed chronologically and the general test philosophy was that upon

successful completion of each of these tests, system verification was
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KS~0009 - SWS Operations and Space Vehicle Overall Test Mission
Simulation/Flight Readiness Test. Test objectives were to (1)

verify IU/SWS interface compatibility in the flight mode; (2)
accomplish SL-1 countdown and countup functions in preparation for
SWS simulated flight; (3) demonstrate electromagnetic compatibility
between the individual SWS systems, and between SWS systems and
associated experiments during SL-2 countup and orbital operations;

(4) Perform docking drogue installation in MDA axial tunnel and
closeout docking port hatch; (5) perform axial docking target install-

ation; (6) perform an open loop VHF ranging test to CSM on Pad 39B.

The test was satisfactorily completed.

KS-0011 ~ SWS SIT Test. Test objectives were to verify the ATM/LV
interface in the guidance system after electrical mate, demonstrate
the compatibility of the space vehicle with the command network,

demonstrate the suitability of the operational handbooks for the

conduct of the mission, and verify operation of the backup command modes,

KS-0012 - SWS Operations for Launch Vehicle Flight Readiness Test.
Test objectives were to demoustrate compatibility of Saturn Workshop
with the launch vehicle by participating in three plus counts. Part 1
required nominal support from the SWS. Part 2 validated TACS switch-~
over on IU guidance failure. Part 3 validated SWS functions upon
normal IU command.

KS-0010A - Integrated Crew Compartment Fit and Functional Test. The
Crew Compartment Fit and Functional Test (CCFF) at KSC was performed
to accomplish the verification of fit check and functional sequences
that were not satisfied during the first CCFF (1B86L24) at Huntington

Beach due to lack of hardware or non-acceptable equipment requiring
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modification and subsequent review. The svecific tasks performed by

the Flight Crevs, under the direction of assigned Tes'. Conductors

were:

© Verification of the accessibility and operational suitability
of the previously non-verified stowed and installed OWS module
equipment provisions.

© Verification of applicable mechanical and certain electrical
functions of certain stowed and installed equipment, including
experiments at in-flight using locations within the OWS module.

© Verification of fit check and/or functional interface within the
OWS module of certain equipment launched in other vehicles and
designated for temporary or permanent OWS module ocr.upancy.

© Verification of selected critical tool interfaces.

© Verification of selected in-flight maintenance tasks using
orbital spares.

° Demonstrate and verify functional performance of designated
Hatitability Support System (HSS) operations as comprised by the
test environment (1G, 14.T psia, etc.).

KS-0016 - SWS Electrical and Mechanical Closeout. Test objectives

were to: (1) verify final stowage for flight; (2) verify the overall

internal OWS launch configuration; (3) configurate all OWS switch panels
and valves for flight; () closeout of the OWS dome arnd side hatches;

(5) Perform a leak check of the OWS side hatch, waste tank vent caps

and purge and monitor ports; (€) perform fit check of S009 detector

package; (7) ML3l rotating litter chair, installation of chair to base;

(8) TO20 interior pictures.
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© KS-0018 - SWS Operations for Space Vehicle Transfer to the Pad.

Test objectives were to provide the required AM/MDA/OWS supporwy

functions while transferring from the VAB Complex to the pad

complex (rollout).
Final System Test and Launch - KS8-0007, Countdown Demonstration Test
(CDDT)/Recycle/Countdown (CD) test was begun April 26, 1973, and
completed May 2, 1973. It was the final system test nrocedure which
demonstrated launch readiness and vrepared the vehicle and the launcher
for the actual launch operation. Test objectives were to perform the
sequence of operations and tests required to prepare SL-1 for launch

and provide operational plans for launch recycle if required.

After the vehicle was transferred to launch pad 39A, and all facility
and pad preparations and hook-ups were accomplished, the KS-0007, Wet
CDDT, was initiated. The CDDT consisted generally of closing out the
vehicle for flight - removal of access kits from the vehicle, final
installation of ordnance, pressurizing vehicle systems for flight, etc.
The CDDT was trouble-free and proceeded smoothly. All test objectives

vere met, and all data were reviewed and found satisfactory.

The only significant problem encountered during performance of CDDT was
the habitation area dew point maximum temperature requirement of 0°F
(255.3K) per the specifications and criteria document could not be
meintained without schedule impact to the test., Waiver MDAC OWS=WR-5h,
allowing dew point excursions up to +4°F (257.5K) was submitted to and

approved by WNASA,
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KS-0007 (Countdown (CD). CD was initiated for launch May 10, 1973,
and flowed smoothly down to launch. The skylab was launched on
May 1k, 1973, from Complex 3Y, Pad A. The spacecraft was boosted
into a 234 nautical mile (433 kilometer) orb by a Satarn V launch

vehicle. Liftoff time was 1730:00,586 freenwich Mean Time (GMT).
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5~7-1

5.7.1.2

5.T.1.3

MISSION SUPPORT TESTING

OWS Backup - The OWS Backup was utilized many times in its mission support f

role as a functional real-time test equipment entity. Procedures were
verified and system anomelies investigated to provide rapid and realistic
solutions. The Rackup was utilirzed by a crewman to develop a procedure
to extract coolanel from the OWS Refrigeration System for servicing the
AM cooling system. In additinn, hardwsre was removed from the OWS

Backup for logistic resupply to the Skylab via the Command Service Module.

The Mission Support activities utilizing the OWS Backup are outlined in

the paragraphs below:

Water Heater Test (MSTR (0Ol)

o Problem/Anomaly - Tests indicated there was a possibility the water

heater life would not extend through SL-&4 mission.

0 Action was to determine temperature and voltage/current characteristics

of Wardroom and Waste Management Compartment water heaters.

o OWS Backup action was to remove the heaters fro: OWS-BU, perform the
test in Engineering Laboratory and ship heaters to the KSC. Results
of the laboratory tests are presented in Paregraph 5.7.2., The heaters

were flown as spares on SL-1.

Wardroom Window Cover Pressure Decay (MSTR 010)

o Purpose - Concern was expressed that pressure could be trapped between

wardroom window and cover,

o Action vas to remove the window/cover assembly from the Backup and

check for pressure decay in the Spacecraft,

0 Results - The window cover seal relieved at a relatively low pressure

and, therefore, did not present a problem.

SAS Wing Output Measurements (MSTR 011)

o Problem/Anomaly - Inadequate power supplied from SAS and indications
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were that the SAS did not deploy.

® Action was tc 1) determine deployment status of SAS Wing #2,
2) snalyze available flight data, and 3) simulate flight date on
OWS Backup.

° Conclusions - SAS Wing #2 position data indicated SAS Wing #2 on
OWS #1 had been separated from Skylab.

5.7.1.k Duct Fans Operation by Ground Command (MSTR O1T)

® Problem/Anomaly - Because of elevated OWS temperature, due to lack
of power, it may have been necessary to operate duct fans during
unmanned periods.

® Action was to develop nardware ard procedures and demonstrate
capability to operate duct fans. Cables were developed connecting
from radiant heuter to duct fans. Procedure and successful operation
vere demonstrated.

© Result - A decision was made by NASA, not to fly up these cables,

5.7.1.5 Bus Crossover Investigation (MSTR C30)

° Problem/Anomaly - Buses 1 and 2 low voltage caution and warning lights
came on even though bus voltages were normal. It was also noted that
the caution and warning low voltage sense treakers were open.

© Action was to trace wire harness routing in Backup to
determine if crossover points existed which would allow a potential
short path.

© Conciusions/Results - Interbus short was ruled out and troubleshooting

indicated circuit breaker position was probably the problem.

During the crew debriefing, it was stated numerous breakers and
switches were inadvertently actuﬁted urtil they became accustomed

to the cluster configuration and zero-G.
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i 5.7.1.6 Restraint Adapters (MSTR 038)

Problem/Anomaly - Use of Waste Management Compartment (WMC)

foot restraints required removal of triangle shoes by flight crew.
Action was to 1) develop a procedure so flight crew could install

a newly designed triangle shoe adapter, 2) perform fit/function check
on adapter, 3) determine dimensional capability and determine fit/
function of triangle shoe and redesigned restraint on OWS Backup.
Conclusions/Results - Test of the redesigned restraint was successful.

JSC design was flown on SL-3.

5.7.1.7 Wardroom Window Drying Procedure (MSTR O4S)

Problem/Anomaly - Condensation and ice had formed on Wardroom Window.
Action was to 1) determine on-orbit hardware available to crew which
would allow evacuation of Wardroom Window enclosure, and 2) determine
routing and fit check of hose attachments and fittings necessary to
connect vacuum source.

Results - Routing was established, and a new adapter was designed

and flown up on SL-3, to allow SL-2 crewman to perform evacuation.

5.7.1.8 Refrigeration System Radiator Bypass Valve Lockup (MSTR 052)

Problem/Anomaly - Skylab Refrigeration System temperature was elevated.
Cause was believed to be partially open “ypass valve resulting from

a potential contaminant.

Action was to 1) simulate radiator surface temperatures and initial
RSS conditions, 2) activate loop enable/disable commands, 3) monitor
bypass valve talkback indicators, and 4) ascertain delta time to
prevent lockup in bypass position under no flow conditions.
Conclusions/Results - Delta time between enable/disable commands

must exceed 2.6 seconds for proper bypass operation. This information

was utilized by HOSC and JSC to formulate new procedures.
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5.7.1.9 Refrigeration System Ground Command Initiated Flushing Procedure (MSTR 0OSL)

° Problem/Anomaly -~ Skylab Refrigeration System temperature was elevated.
Cause was believed to be partially open bypass valve.

© Action was to 1) activate enable/disable commands to determine valve
lockup in bypass position, 2) determine when valve would respond
properly to temperature sensor inputs from radiutor and therﬁal
capacitor, 3) perform combined ground DCS command and manual circuit
breaker open/closing flushing procedure, 4) perform flushing procedure
with pumps operating for both the primary and secondary loops, 5) demonstrate
capatility for ground dual loop operation, and 6) demonstrate crew
accessibility to RSS connections.

° Conclusions/Results - 1) delay time between enable/disatle commands
must be greater than 5.6 seconds for consistent results to prevent
lockup in bypass position, 2) a combined ground DCS and manual circuit
breaker opening/closing procedure was feasible, 3) circuit ureaker on
Panel 611 must be closed for valid ™ indications, 4) demonstrated
crew capability to access and remove RSS electrical connectors which
allow primary and secondary loops to function independently, 5) verified
that the OWS can be left in a configuration which would allow use of
both lenps simultaneously should the need arise even duriag unmanned
storage time.

5.7.1.10 Refrigeration System -~ Crew Operational Procedure Verification -

Radiator Bypass Controller (MSTR 055)

° Problem/Anomaly - Skylab Refrigeration System temperature was elevated.
Potential transient resulting from crew actions. |

© Action was to verify that crew task of opening and closing bypass
controller circuitv breaker would not cause transients that could alter
bypass valve positions and verify that radiator bypass valve flushing

procedure could be performed by the crew.
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5.T7T.1.11

5.7.1.12

5.7.1.13

© Conclusions/Results - 1) a feasible flushing procedure was established,

2) crew operations did not generate transients during bypass controller
opening, 3) optimum flushing procedures techniques require combined
crev and ground monitors, and 4) opening the logic circuit breaker

for 10 seconds on Panel 611 returns the bypass monitor control module

to its proper state.

Radiator Bypass Valve Flushing (MSTR 059)

[+

]

Problem/Anomaly - Possible contamination in bypass valve.

Action was to develop and perform a procedure that could be utilized
during Skylab Manned operations.

Conclusions/Results - 1) the procedure was develoved and successfully
accomplished, 2) time required to run simulation was 16 minutes ver
loop, and 3) verified ™ indication is bypass when radiator bypass

controller circuit breaker was open.

Intercom System Feedback (MSTR 062)

o

Problem/Anomaly - Feedback in Skylab Intercom System.

Action was to delermine methods and develop procedures to reduce
feedback effect by 1) determining maximum and minimum volume
settinés, 2) determining groups cf Speaker Intercom Assemblies
(SIA's) that may exhibit interactions resulting in feedback and
3) determine the results of reducing the total number of SIA's.
Results - Optimum volume control settings were established which

eliminated feedback problem.

Verify NASA MSFC Refrigeration System Flushing Procedure (MSTR 063)

(-]

o

Problem/Anomaly - Possible contamination in bypass valve.
Action was to perform and verify NASA MSFC procedure prior to

submission to JSC.

Results - The procedure operated the system satisfactorily.
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5.7.1.15

5.7.1.16
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Condensate Dump Fit Check (MSTR 067)

© Problem/Anomaly - Reguirement was established to develop an alternate
method of_venting gas side of condensate dump tank.

© Action was to establish tools, prepare and verify a procedure to
verify hardware compatibility for a method of venting the gas side
of condensate tank through the SAL.

© Results - The procedure was verified but because of hardware con-
figuration, slternate means were recommended.

Pump Package Cover Photographs (MSTR 070)

©° Problem/Anomaly - Coolanol leak in airleck module cooling system.

© Action was to develop crew training photographs which depicted the
series of operations required of the SL-3 crew to withdraw coolanol
from the OWS Refrigeration System.

© Results - The photographs were obtained and transmitted which depicted
hardware appearance and relationships to surrounding equipment.

Refrigeration System Flushing Procedure (MSTR OT1)

©° Problem/Anomaly - Possible contemination in bypass valve.

© Action was to establish flight setup initial conditions and perform
combined ground flight RSS flushing oprocedures.

© Results - The combined ground flight RSS flushing procedures were
acceptable.

Malfunction Noted During Performance of JSC/Flight RSS Flushing

Procedure (Msfﬁ's 071, 0T1-1, -2)

© Problem/Anomaly - Ground monitors noted bypass valve position talkback
did not indicate radiator position during flushing procedure.

© Action was to determine probable cause by performing JSC/Flight RSS
Flushing Procedure utilizing different delay times and determine if
circuit breaker flight operetional sequences or simultaneous closing

and opening of the circuit breakers could cause bypass valve lockup.
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© Results - The bypass valve did not lock up in the bypass position for

times greater than one (1) second. Reversed circuit breaker operation
sequences, sequentially closed and reversed circuit breaker overational
sequences simultaneously, closed did not cause a lockup.

5.7.1.18 Airlock Module Coolanol Servicing (MSTR 072)

©® Problem/Anomaly - Coolanol leak in Airlock Module cooling system.

© Action was to verify crew access capability and develop a procedure

for extracting coolanol from OWS Refrigeration System into OWS portable
water tank for transport to airlock module and injection into cooling
system.

© Results - SL-3 hardware could be utilized to accomplish transfer of
coolanol from OWS Refrigeration System to airlock mo’ule cooliing system. -
5.7.1.19 Trash Airlock (TAL) Turnbuckle Interlock (MSTR 081)

° Problem/Anomaly - Turnbuckle interlock between the inner door latch
and the valve/outer door handle was damaged (bent) to the extent
that airlock operation was dilficult but not impossible.

Action was to determine whether MDAC-W recommended any maintenance
; on the interlock.

Conclusions - Maintenance of the TAL was not recommended. This

recommendation was the result of a procedure accomplished in the OWS

Backup which indicated the bent turnbuckle rod was not the cause of the
difficulty to close 1id and latch. The cause could have been

the result of latch torsion spring moving out of the slot when fully

o AP A vt e o

unlatched and then jamming during latching operation. It was recommendedi

v oA

¥
¥

that the crew inspect the spring position and if the spring was out of .
position, to remove the spring as the latch can be oprerated without

the spring. If spring was not out of position, a troubleshooting

procedure was provided.
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5.7-1-20

5.7.1.21

5.7.1.22

Wardroom Table Top to Function as a Desk (MSTR 083)

© Purpose - Ascertain the design requirements to convert the Wardroom
+able top to function as a desk top.

© Action was to remove 1B86448-1, Food Table Cover and four (k)
1B87579-1 Bungees from OWS Backup and perform engineering evaluation
to allow conversion of Wardroom table top to function as a desk top.

°© Results - 1B96431-1, Adapter Restraint was designed and the test
part was hand carried to JSC for evaluation.

Dual-Loop Refrigeration Operaticns (MSTR 086)

° Purpose -~ Demonstrate capability of performing dual-loop Refrigera-

tion System (RS) operation.

© Action was to verify the RS logic unit interface connector L436AL9W1IP1

could be disconnected from the primary loop logic connector

436A49A1TS without damaging the RS in order to perform dual-loov RS

operations.

Conclusions -~ Both primary and secondary loops will work independently

of each other when RS logic unit interface connector L36ALSW1P1

is disconnected from primary loop connector L36Ak9A1JS (Dual Loop

Operation).

Manned flushing and unmanned flushing procedures can be accomplished

for dual loop operation.

Application of +28 vdc (from pins on the interconnecting harness)

to any other pins on the interconnecting harness, or tne grounding

of any of the pins, will not damage either the primary or secondary

loop logic units.

Fit Check Lower Leg Restraint and Adapter (MSTR 089 and 078)

L]

Problem/Anomaly - Fit of lower leg restraint and adapters in the

Waste Management Compartment on door of Locker No. 829.
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5.7.1.2k

© Action was to verify fit of leg restraint and adapters.

© Results - Parts performed adequately. Screw length discrepancies

vere noted and corrected. Parts are considered ready for flight.

Adapter Assembly Fit Check (MSTR 093)

© Purpose - Verify the satisfactory fit check operation and integration

of 1B96363-1 adapter with the Quick Disconnect (QD) on Panel 500

and hose assembly.

Action was to perform fit check of adapter in OWS Backup per Assembly

OQutline (AO) 1B96363-AN2D-BO1 to support SLU Airlock Module coolanol

reservicing.

Results - The adapter was successfully fit checked. No problems

were encountered.

Waste Management Compartment Foot Restraint Fit Check (MSTR 096)

° Problem/Anomaly - Fit of WMC foot restraint.

© Acticn was to verform fit check of WMC foot restraint in OWS Backunv.

© Results - Fit check of left foot restraint (1B86723-503) and
adapter 1B96414-502 in both positions (in front of water module and
in front of collector) was successful. A tightening technique was
developed in that if the set screws start from a flush position
(point end)--placed on foot restraint--and then set screws
tightened four (4) 180° turns of Allen wrench, a good attachment
was obtained. The -504 and -506 right restraints were not
satisfactory. The -5C4 adapter after being tightened, popped off
and the -506 could not be properly installed. The fight restraints
had a bend or curve in the sole plates. Discrepancy Reports (DR's)
were prepared and dispositioned to straighten the sole plates.
The set screws were moved to a lower position per 1B96412-503,

Revision D. The straightened restraints and reworked adapter

vere retested successfully.
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5.7.1.25 Acoustical Feedback Elimination (MSTR 09T)

® Purpose - Determine feasibility of utilizing & variable load to
control acoustic feedback in the OWS Intercom System.

© Action - Activate Intercom System in the OWS Backup.

© (Connect the variable load connected to CCU connector of SIA at P90l1.

° With variable load set to maximum and connected at PL40l, determine
volume setting required to produce feedback hen speaking into SIA
at P7T02. The test was then repeated while speaking into PSLO.

° Results - The SIA volume control developed for eliminating acoustical
feedback in the Skylab performed more than adequately in eliminating
acoustical feedback,

-+ 5.T7.1.26 T027 Sunshield Interference (MSTR N/A)

° Problem/Anomaly - Plus (+) Z SAL was covered by the sunshield through
which T027 had to project.

© Action was to determine substitute methods of utilizing TO27 from
minus (-) Z SAL.

°© Results - A plan was prepared to fit and function cables to utilize
T027 on minu~ Z SAL and route cabling to Panel Sul or Panel 518.

5.7.1.27 Telemetry Anomaly During Pre-launch Tests at the KSC (MSTR N/A)
° Problem/Anowaly - Noise affecting TM during pre-launch tests at the KSC.
Action was to determine a method to eliminate noise in Skylab data
system. Photograph various TM signals on the OWS Backup for comparison
with signals observed on OWS-1. .
© Results - A capacitor was added to each spacecraft low level multi-
plexer to suppress the noise (ECP W003-2iC).
5.7.1.28 SAS Wing Substitute (MSTR N/A)
° Problem/Anomaly - Insufficient spacecraft power because of missing
SAS Wing.

© Action was to develop interface equipment and a plan to provide for
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5.7.1.29

5.7.1.30

5.7.1.31

[+

an on-orbit installation of a SAS wing.

Results - The plan was prepared for implementation when required.

Installation of Dosimeters in Backup (MSTR 102)

(o]

Problem/Anomaly - There was a noted discrepancy in the dosimeter
readings during SL-3 and SL-U missions.
Action - Four (4) dosimeters were shipped from JSC to MDAC-W for

installation in the Backup spacecraft. Two (2) in the film vault
for a two week exposure.

Results - These dosimeters were returned to JSC for analysis,

CMG Heater Adapter Cable Development (MSTR 104)

o

Problem/Anomely - Unstable operation of CMG's during mission- ?
One CMG inoperative and one intermittent instability.

Action - Develop a cable to supply heat to the CMG in order to
stabilize gyro operation.

Results -~ The M509 cable connector was disconnected and cable
harness cut on the Backup vehicle. Tool clearances verified that
procedure could be performed on the spacecraft.

Fit Check Urine Trays in Return Container (MSTR 105)

o Problem/Anomaly - During SL-4, the urine trays wvere not fitting

into the return container satisfactorily.

Action - A fit check was made in the Backup vehicle using various
methods of stowing.

Results - Several methods were tried using Teflon, removing com-
partment dividers, etc. and resulte indicated task could be
accomplished in spacecraft satisfactorily.
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Laboratory - Laboratory test results provided valuable data in support
of each workshop habitation. The test hardware used for qualification
testing of waste management subsystem, Line Item HS-2, was utilized
prior to first habitation %o determine operation characteristics without
power, In addition, the Refrigeration Subsystem Qualification Test
Hardware, Line Item HS-19, was utilized almost constantly during first
and second habitation period for the investigation of problems and

their solution as required.

The following is a listing of laboratory tests instigated in support

of the OWS mission(s):

Freezer Temperature Decay Test (MSTR RS0001)

° Puipose - Develop & temperature curve with vhich to determine allowable

hold time (TCU Ground Cooling not available) as & function of storage
freezer temperature.

Action - Utilized HS-19-1 hardware in Space Laboratory to accomplish
testing and record measurements.

Results - Satisfactorily accomplished prior to the launch of

SL"l .
Orbital Insertion Performance Data for Refrigeration System (MSTR RS0002)
-]

Purpose - Obtain plots as required for data noted in title to suvport

launch of SL-1.
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Action -~ Utilized HS-19-1 hardware in Space laboratory to accomplish
testing and record measurements.

Results - Satisfactory for three possible launch times giving inter-
section points for the insertion-to-solar inertial case and the

corresponding solar inertial orbital case.

5.7.2.3 Window Metal Cover Pressure Tests (MSTR 009)

b o

; )

%
v or i

o

o

RN

o

Purpose - Verify structural integrity of the Rosen Insert installation

in the Fluorogold Ring.

Action - Three specimens of inserts were used to determine the pull-out
strength and the load/strain characteristics of the insert installation
at different load levels. Phase two was to simulate a cabin blowdown
condition in which the cavity between the window protective cover and the
glazing of window assembl, had reached the pressure of the habitation
compartment prior to blowdown.

Results - Achieved prior to launch of SL-1 and indicated no degradation

in the sealing capability of the cover assembly.

5.7.2.4 SAS Beam Fairing Actuator/Damper Break-away Force (MSTR 002)

Problem/Anomaly - SAS wing not fully deployed and possibility of A/D
being exposed tu abnormally low temperatures making it necassary to break
A/D loose before full deployment of SAS wing could be achieved.

Action - Required several test runs on qualification test Hinge Assembly
varying temperature on A/D to achieve deployment.

Results - When A/D was cooled to ~100°F, (199.79°K) a force of 114 1lbvs.
(507 N) was applied at the apex of the deployment frame and broke the
hinge loose. Failure occurred in the clevis fitting of the forward

fairing. The A/D did not fail nor extend.

5.7.2.5 SAS Beam Fairing Cold Actuator Damper Deployment Durations (MSTR 003)

Problem/Anomaly ~ SAS wing not fully deployed and possibility of

actuator/damper being 20ld, will increase deployment time.
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o Action -~ To delermine 1) lowest temperature of the A/D at which the
beam fairing cen deploy in one orbit, 2) time to fully extend at 0°F

(255.3°K) and 2C°F (266.45°K;.

*
(o]

Results - Indicated that -20°F (24k,24°K) was lowest tem—erature for

4 one orbit deployment and that deployment at O0°F (255.3°K) took 4 min.

48 secs (208 sec.) and at -20°F, (2L4L.24°K) 3 min. 22 secs. (202 sec.).
These results indiceted a need for further tests and under refined
test procedures. (Reference MSTR 028)
5.7.2.6 Internal Insulation Outgassing (MSTR 00L)
o Protlem/Anumaly -~ Loss of meteoroid shield created an increase of the
spacecraft's internal temperaturs which could create a degradation of

the incvernal insulstion.

o Action - To test ! specimens in a bell jar at 5.5 psie oxygen atmosphere
using temperatures of 175°, 290°, 350" and LOO°F, (352.56°, L16.4L°,
449, 77°, and 477.55°K) for 1i~1/2 hours (4.1k x 10h sec). Specimens
wvere evaluated for structural, thermal and off-gassing qualities.
0 Results - Specimens subjected to temperatures above 175°F (352.56°K)
became debonded., This was well above the temperatures within the OWS,
5.T.2.7 Waste Processor Test (MSTR 005)
; o Problem/Anomaly - With SAS undeployed, power liritations may require
; processing of feces without use of the heaters in the wasve processor.
; o0 Action - Testing was accaomplished at Fairchild Hiller and MDAC. The

backup processor was used to run a li-phase test orogram at MDAC,
: 0 Results - The processor can accemplish its function without power but
” processing time is longer dependent on specimen and mass.
5.7.2.8 Iodine Container and Reagent Container (MSTR 006)
o Problem/Anomaly - Elevated temperatures within the OWS created by loss
of meteoroid shield caused concern as to temperatur: vs. pressures

within the containers noted above,
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Action - Run an elevated temperature test on the iodine ana icagent
containers (loaded to flight levels). Temperatures to be 160° - 180°F
(2kb,23° - 354.22°K)  approximately.

Results - Iodine container wes exposed to teur~ratares from 99° - 180°F
(310.34° - 35L4,22°K) with internal pressures of from 9 psi (62046.0 N/mz)
to 156 psi (1.075 x lO6 N/mei. The resagen: container saw temperatures
from 99° (310.34°K) %o 165.5°F (347.28°K), and pressures from 15 psi
(1.03% x 105 N/m2) to 36 psi (2.43 x 10° N/m2). Water was expelled
from iodine container at 165.5° (347.23°K) and 180°F (35L4.22°K). All

results on both containers were satisfactory.

5.7.2.9 Determine Bond Strength of 3D Tile at Elevated Temperature (MSTR 006.1)

o

Problem/Anomily - Continuation of MSIR C04 a3 clovated temperature test
of internel insulation. Specimen wa:; 3D foam attached to aluminum plate
by Lefkoweld and wrapped in foil.

Action .- Determine bond strength of the specimen at temperatures of

300°F (L22.0°K) on aluminum skin side and aluminum foil side at 200°F

(306.45°K) over a total 8-hour (2.88 x th sec) period of constant tempera-*

tures followed by a pull test {at ambient temperature), of embedded
attach fittings in the 3D foam.

Results - Indicated cracks first appearing in Lefkoweld after 2 hours
40 minutes (9.6 x 103 sec) of an intended 12-hour (k.32 x 10h sec) run.
Temperatures were at 194,5°F (363.39°K) on foil side, and 292.5°F
(417.83°K) on aluminum sheet side. Test was stopped after 10 hours

10 minutes (2.66 x 10“ sec) when temperature on metal side was 300.5°F
(422.27°K) and 201.8°F (267.45°K) on foil side. Lots of cracks in ad-
hesive, Debonding at plate and discoloring at bond line noted. The

embedrcd fittings withstoeod design ultimate loads when subjected to

tension loads.,
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5.7.2.10

5.7.2.11

5.7.2.12

Pressure Regulator Test for Pneumatic Heat Shield (MSTR 008)

o Problem/Anomaly - Loss of the meteoroid shield created overheat-
ing problems on the interior or the spacecraft (ows). It was
necessary to establish a protective sun shade that alleviated the
overheating conditions. In the design of the heat shield, it is

required to utilize pressure regulators,

o Action - A test on b regulators was made to verify regulation
L
could be maintained from 5 psia (3.L47 x 10 N/m2) to .5 psia

{3.L4T x 103 N/me) with a vacuum as reference.

o Results - All regulators pertformed satisfactorily; data was with

5.0 psia (3.LLT x 10h N/m2) inlet conditions.

Hand Tool Rupture of SAS W ng Section Ordnance Straps (MSTR 012)

o Problem/Anomely - SAS wing failed to deploy at the proper time,
therefore, altcrnate methods were surveyed to determine if the

astronauts could manually deploy the wing.

o Action - Could the ordnance straps be a binding element hoiding
the wing in place, devise a method using all actual recommended

hardware and determine actual force required and techaigue,

o Results - Successfully ruptured one ordnance strap groove which
partially released the ordnance strap but not enough to deploy.
Successfully ruptured opposite groove which provided the camplete
release, Actual forces applied to 12 inch (30,48 cm) pry bar

handle were not measured, but "not very much,"
Early Cinch Bar Release of SAS (MSTR 012.1

o Problem/Ancmaly - Failure of SAS to release on scheduled command

transmitted to SL-1.

o Action - Build an 8" x 10" x .020" (20.32 em x 25.4 em x .0508 cm)
piece of 6061T6AL and attach to & piece of 3" (T7.62 cm) square
tubing to simulate meteoroid shield skin. Release cinch bar
assembly simulating early release to determine cinch bar/shield

skin interaction.
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o Results - Release of assembly simulating the projecting adjustment
screw penetrated the .020"(.0508 cm) stock full length of the ex-
posed screw threei, and the stock sheared over a length of 1-1/L"
(3.175 cm) where the cinch bar edge attempted to penetrate the
stock. The penetrated screw required between 5 and 10 lbs.

(22.24 and 4u4.48 N) of force to remove from the .020 (.0508 cm)

stock.

5.7.2.13 Meteoroid Shield Swing Bar Restraint to the Beam Fairing Deployment

(MSTR 012.2)

o Problem/Anomaly - Indications were the SAS beam fairing was held
in its present position preventing deployment by interference - -

restraint by a swing bar from the meteoroid shield.

o Action - Determine where the meteoroid shield swing bar and asso-

ciated bar can restrain the beam deployment.

o Result - 1) the swing arm alone, because of its configuration,
does not offer any means of restraining beam fairing deployment,
2) with undistorted shield frame angle still attached, damage
could be done to the solar cells, but there would be no beam fair-
ing deployment restraint, 3) with distorted shield frame and/or
distorted cr torn shield panel skin, there are many ledges and

flanges which could be snagged, restraining beam fairing deployment.

5.7.2.14 Auxiliary Tunnel Aft Section Pressure Test (MSTR 01k)

o Problem/Anomaly - Due to the loss of meteoroid shield, a possible
source of differential pressure lifting the end shield could be in

the auxiliary tunnel aft section,

o Action - A test was performed with a 2" (5.08 cm) diameter vacuum

line and later changed to a 3" (7.62 cm) diameter and test re-run,

o Resulis - Using the 2" (5.08 cm) vacuum line, a differential pres-
sure of 2.5 psi (1.732 x 10h H/mz), with a flow rate of 297.335
cubic feet per minute (.1L029 m3/sec) was obtained. With the 3"
(7.62 cm) diemeter line, a differential pressure of 4.9 (3.378 x
lOu N/me) was obtained with a flow rate of 1,514 cubic feet per
minute (.71435 me/sec).
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5.7.2.15 Meteoroid Shield Fsiiure Anasaly Investigation (MSTH Ol K1)
o Problem/Anomaly - Reference MSTR 0lh, zee preceding investigution.

o Action - He-run boot test previously described above Lo determine

an accurate picture of a leak arca vs. boot AP.

o Results - A curve of leak area vs. boot AP was transmitted to MIFC

via Mission Support Room.
5.7.2.16 SAS Beam Fairing Deployment Test (MSTR 019%)

o Probvlem/Anomaly ~ Establish method for astronaut to deploy CAC
beam fairing.

0 Action - Determine forces, energies, uand reactions of the UAG wing
assembly in crew deployment effort using the qualification test
wing in zero-G fixture, Approximately 8 tests were conducted

under various conditions.

0 Results - It was discovered that if debris were removed from re-
straining the SAS wing, the outboard tip would immediately move
approximately 48" with no external force applied. With the sctu-
ator broken loose, it was entirely possible to deploy the SAG beam
fairing to a latch~up position by using a small amount of ecxternal

force.

5.7.2.17 Humidity Generator Test Plan (MSTR 016)
o Problem/Anomaly - It wus suspected the internal humidity inside

the Workshop was too low.

o Action - Pump a nozzle from the humicity generator into a vacuunm

chamber and operate under aaticipated workshop conditions.

0 Results - ''he nozzle created a fine mist that raised the humidity

of the test chamber according to calculations.

.7.2.18 High Temperature Degradation and Outgassing of 'l'ank Insulation (MSTR 018)

o Problem/Anomaly - Interior of the OWS overheating due to lack of
meteoroid shield acting as a sun shade.

"

o Action - Using & 2' x 2" (60.98 em % 5,08 cm) tank section in test

line item CA-30, OWS Insulation (2 specimens) install in vacuum
chamber and determine the outgussing rate of carbonmonoxide and
total hydrocarbon output throughout heat/vacuwn environnents.

Vacuum chamber to have 100% oxygen. Outer skin surrace temperature,
300°F; (422,0°K) inner surface 200°F (366.45°K). Chumber pressure
approximately 5 psi (3.4u47 x 10k N/m¢). Gas samples to be taken

throughout a 72-hour period (2,592 x lob sec).
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5.7.2.19

SL.2.20

5.7.2.2

o0 Results - Test indicated there would be no structural degradation of Lhe

internal tank insulation or emission of toxic guses Lo mny degreee o

danger to the astronauts welfare.

SAS Beam Fairing Bent Angle Captivation Uimulation Mest (MO ool

o]

Problem/Ancmaly -~ TV films indicated the beam trairing was captivated

Ly a bent angle remuining as & result of loss of the meteoroid shield.
Action - Perform a test to deternine force required te clenr bent angle,
Results - Four tests were conducted to simulate the conditions noted on
the TV films. A procedure was established Lo app.y astronaut iowds to

remove the angle clear of' the beam fairing.

SAS Beam Release - EVA (MSTR 0.0)

o

Problem/Anomaly - kstablish a procedure for an ustrenaut to relesse

the SAS beam fairing during an EVA utilizing on-bonrd tools,

Action - Utilize pinch bar and handrail us a pry bar.

Results - Tests demonstrated capability of using established piry bLar (o

reiease restraining bent angle.

Water Tank Iodine Reading Low (MSTR 021)

[o]

Problem/Anomaly - Possible iodine depletion within the OWS water tanks
due to high internal temperatures.

Action - Analyze a 6 ppm water/iodine solution at (0°F, 100°F, and 1'0°F,
(294.23°, 310.9°, and 322.0°K) to determine elevated temperature effects
on the OWS onboard readout.

Results ~ Tests indicated on-board iodine level evaluation method is not
reliable at elevated liquid temperatures. There is no crew problem.

The iodine level taken out of the water chiller indicated a good sumple

reading.

SAS Beam Fairing Restraint Fry Away Test (MSTR 022)

(o]

o]

Problem/Anomaly - Constraint created by angle holding SAS beam fairing
from being deployed.

Action - Determine methods and force required to pry the restraining angle
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out of the way. Document step=by-step procedure and measure force
required for each developed technique.

Result - Test was successfully accomplished on test specimen,

5.7.2.23 SAS Beam Fairing Deployment Using Pneumatic Washcloth Squeezer (MSTR 02b)

Problem/Anomaly - S/S beam fairing failure to deploy.

Action - Demonstrate feasibility of deploying SAS beam fairing by means
of pneumatically pressurizing a wash:loth squeezer bag installed beneath
the SAS beam fairing.

Results = Teast showed that the actuator damper could be broken free

utilizing this method.

3.T.2.24 SAS Deployment Simulation Test Using the Washcloth Squeezer Bag (MSTR 02k.1)

(-]

o

(]

Problem/Anomaly - SAS beam fairing failure to deploy.

Action - Determine the ballooning effect of the external vacuum on the
washcloth squeezer bag after it has been prepared for placement under
the SAS.

Results - Feasibility of this method of deployment was established.

.7.2.,25 Inflatable Heat Shield Test (MSTR 026)

Problem/Anomaly - Develop design feasibility of a sunshade to protect
the OWS from elevated temperatures,

Action - Verify design approach of a pneumatically deployed shade by
performing a series of tests.

Result - Present design concept for the inflatable interior shield cannot
be installed in a 1-G atmosphere, although it is possible that it might
deploy in gzero=-G environment. Test results indicated the shield will
not meet the structural requirements imposed by the environments

anticipated during an orbital mission.

eTe2.,26 Recoumendation for Vehicle Attitude for SAS Wing Deployment (MSTR 028)

[

Problem/Anomaly « SAS beam fairing failure to deploy.

Action = Verify actuator/damper extension time after a minimum period
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5.7.2.27

5.7.2.28

5.7.2.29

of U hours (1.4l x 102‘ sec) at -UO°F (233.12°K). Pitch bO-50° and
hold for L-1/2 hours (1.62 x 10h sec) fully extended after release

in 605 seconds.

0 Results - Test was conducted. Actuator damper held at depressed posi-
tion at -L4O°F (233.12°K) for four hours (1.hk x 10b). Actuator damper

was fully extended after release in 605 seconds.
Shoulder Deploy SAS with Fireman's Pole Tether (MSTR 029)
o Problem/Anomaly - Failure of SAS to fully deploy.

o0 Action - Concuct a series of tests and develop a technique where one
crewman inserts fireman's pole tether into the SAS vent and acts as
a support bracket for other crewman to pull tether and bresk actuator

damper; thereby, releasing the SAS beam fairing.

0 Results - Technique did not develop into SL-2 crewmen capability to
deploy SAS beam fairing; however, when the crewman substituted for
the pole and moved from crouched to full standing position, the actu-
ator damper clevis was easily fractured. (Note: This method was used

to deploy the OWS wing.)
Squeezer Bag Temperature Susceptibility (MSTR 031)
o Problem/Anomaly - SAS beam fairing failure to deploy.

o Action - Conduct test on wash cloth squeezer bag at low temperatures to
see if it was possible to deploy simulated SAL b-.am fairing load of
400 pounds (1779.2 N) and determine what pressu.¢ was required to

accaomplish a successful deployment.

o Results - Test results were satisfactory with an average bag temperature
of -57°F, (223.68°K) the squeezer bag fully deployed at approximately
6.0 psig (l.427 x 105 N/ma).

Water Purification Elevated Temperature (MSTR 032)

o Problem/Anomaly - Possible loss of iodine and starch in the purification

equipment at elevated temperatures,

o Action - Determine the effect of 200°F (366.45°K) on 30,000 ppm iodine
solution and starch in the OWS purification equipment for a period of
24 nours (8.5h4 x 10“ sec).
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5.7.2.30

5.7.2.31

5.7.2.32

5.7.2,33

0 Result - Testing indicated that the loss of iodine in the purification

equipment at the temperatures existing in the OWS was not significant.

Meteoroié Trunnion Pull Test (MSTR 033)
o Problem/Anomaly - Loss of meteoroid shield.

o Action - Conduct a pull test on the trunnion strap taking measurements
at the applied low levels in 250 1b (1112.0 N) increments, until failure

was achieved.

l
o Result - Failure occurcd at 3,350 1lbs (1.49 x 10 N). Failure mode was
tear-out of the meteoroid shield skin between the two rows of rivets on
the strap. Rivets on the trunnion strap were still intact. Conclusion

alsc indicated that the trunnion straps met t : design requirements.

SAS Beam Fairing Release Using the Squeezer Bag at Various Pressures

(MSTR 034)
o Problem/Anomaly - SAS beam fairing failure to deploy.

o Action - Several tests were conducted between 5 psi (3.4L47T x 1()h N/me)
internal bag pressure and 20 psi (1.3788 x 10° N/m2).

2 N/ma) maximum because of beam

o Result - 20 psia pressure (1.3788 x 10
fairing structural capability limitations. Energy imparted to the SAS
beam by bag expansion will be dissipated by tether. Two tethers
required: One long (40'), (12.192 m) one short (10') (3.048 m). Hands-

off approach feasivle.

SAS Actuator Damper Coid Deployment Tests anca Analysis (MSTR 035)

o Problem/Anomaly - SAS beam fairing not deployed, and low temperature

indicated on actuator damper.

o Action - Determine the response of the actuator damper at -50°F (227.57°K)
when held in compressed position and then released.

o Result - Actuator damper held in compressed position at =50°F (227.57°K)

for 2 hours (7.2 x 103 sec), then released., Time for extension 845 seconds.
Same conditions, only for 5 hours (1.8 x 10 sec), time for extension

1125 seconds.
Abrasion Test of Fluorocarbon Rubber Shoe (MSTR 0LO)

o Problem/Anomaly - Extensive wear on the astronaut shoe at the toe.

5=151




(]

Action - Run an abrasion test using fluorocarbon rubber sheet of

,060 in. (0.152 cm) thickness.

Result - Tests were run with a STM 055L4-0304 rubber sheet with no loss

in thickness after 2,700 cycles. Houston had already tested Durette

BW~-P-586, using a 500 gram weight and a CS-17 wheel. Fabrication

was penetrated in 1,345 cycles.

5.7.2.3% Auxiliary Tunnel Vent Measurement (MSTR OLZ)

(]

Problem/Anomaly - Resolve a discrepancy between MSFC measurements on
STA tunnel vent in Backup meesurement at MDAC-W.

Action - Make measurements on the vent forward and side seals and
compare what the results obtained at MSFC on the STA were.

Result - Discrepancy probably due to MSFC using test part and MDAC-W

using production part to make measurements.

5.7.2.35 Biociae Wipe Iodine/Thermal Temperature Degradation Test (MSTR 0u3)

©

o

Problem/Anomaly - Possible depletion in biocide wipes on SL-1 due to
elevated temperatures,

Action -~ Make analysis of three biocide wipes received from kouston
that were subjected to elevated temperatures for extended lengths of
time.

Result - Increase in iodine aépletion rate was not considered to be
very significant for several reasons: 1) JSC test temperatures were
higher than the biocide wipe of SL-2 exposure, 2) An acceptable

iodine concentration is 2,500 prm.

5.7.2.36 Quick Disconnect (QD) Sealing Capability in a Vacuum (MSTR OlL)

Problem/Anomaly - Question was asked concerning condensate dump system.

Is the pressure cap portion of P/N 1B79636-611 an adequate seal in
a vacuum?

Action - Measure leakage of the QD pressure cap.

Results -~ Leakage rates considerably less than anticipated, therefore,

vrobiem did not exist,
5152

s e



5.7.2.38

507'2' 37

'5.7.2.39

Waste Management Compartment (WMC) Water Dispenser from SL-2 (MSTR OL6)

6]

Problem/Anomaly - Clogging of the SL-2 WMC water dispenser.

Action = Perform a failure analysis of the WMC water dispenser returned
by the crewmen on SL-2.

Results - The seal from this water dispenser proved to be made of
Neoprene which is not compatible for use in the hot iodine water as it
swvells and reduces water flow. Material should have been Viton as
specified on Change Letter "F". The Neoprene seals were removed from
spare valves, and Viton seals were inspected and installed in two

dispensers to be carried up on SL-3.

Meteoroid Shield Leading Edge Ballooning Test (MSTR OLT)

o

Problem/Anomaly - Investigation of the cause of a loss or meteoroid
shield.

Action -~ Conduct a wind tunnel test as noted on Test Line Item ST-L1.
Results = A total of 29 runs were completed (2 MACH numbers per run).
Tests show that at 0 shield deflection (i.e., the meteoroid shield in
contact with the tank wall), there is a net negative differential
pressure on the shield. At shield deflections in excess of 0,1"
(.254 cm), positive differential pressure occurs. This positive

differential pressure would tend to 1lift the shield.

SAS De=Orbit Load Test (MSTR 0L9)

o

(]

Problem/Anomaly - No de~orbit loads have been derived by MSFC greater
than previously tested under Line Item ST-LO.

Action ~ Prepare Mini TCD for Test Line Item ST-43 and conduct a test
with a new de-orbit load, using Test Line Item SA-16 hardware to the
new loads as furnished by MSFC.

Results - The tests verified that the structural integrity of the CAL
beam fairing and forward fairing could withstand the ultimate de-orbit

loads without structural failure.
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9.7.2.40 Refrigeration System (MSTR 048)

% Problem/Anomaly - Sudden change in ability of OWS Refrigeration
System to maintain extreme cold conditions in freezer comgpart-
ments.

° Action - Perform tests on components such as the radiator bypass
valve and the pressure relief valve, and on the system as a
vhole, in the space chamber, using all components including
freezers, and cnpubae of simulating all orbital conditions except
zero-G. Test oblectives were to duplicate anomaly, to determine
the cause, and to prove out recommended corrective actions.

° Result - The component tests indicated that the radiator bypass
val.e could give rise to the anomaly under conditions of partiuclute

contamination or certain electrical control signals.

In the systems tests, the anomaly could be duplicated by mechanical
manipulation of the bypass valve to simulate the particulate
contamination or the erroneous electrical control signals. From
this base, test results verified some of the corrective action
concepts, and provided operational limitation and capabilities
data for the system while in the anomslous condition,
5.7.2.41 SL-2 Returned Biocide Wipes Test (MSTR 050)

° Problem/Anomaly - Concern still expressed about the degradation of
the biocide contents to the wipes onboard the OWS.

© Action - Conduct a test end analysis similar to that of MSTR 03,
utilizing biocide wipes removed from spacecraft and returned with SL-2.

° Result ~ Elevated SL-2 temperatures did not result in a detectable
change in the depletion rate of available iodine in Skylab bLiocide

wipes., Resupply of biocide wipes was not required for SL-3 or SL-L.
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5.7.2.42

5.7.2.43

5.7.2.44

EREP Constraints - Refrigeration System HS-19-1 Testing (MSTR 051)

[}

Problem/Anomaly - Concern expressed on the impact to the frozen fnod
temperatures based on spacecraft maneuvers.

Action - Conduct test obtaining temperature plots of various space-
craft attitudes to gain constraints such that no degradation in
performance of the refrigeration system would occur.

Results - There was minimum impact to frozen fcod temperatures.
Constraints were not expected on EREP maneuvers, assuming no more

than two EREP's per day.

Radiator Bypass Valve Lockup Test (MSTR 052)

o

Probleua/Anomaly - Concern over the anomaly occurring in the space-
craft with the refrigeration system related to MSTR 048.

Action - Conduct a test in the OWS Backup vehicle on the radiator
bypass valve to verify that it could be locked in a bypass condition
and allowed full operation.

Result - It was possible to maintain the valve in a bypass mode,

even though the controller was generating a radiator mode command.

Supplemental TACS Ball Valve Development Test (MSTR 052)

©

Problem/Anomaly - Excessive use of TACS syscem during SL-2 maneuvers
made it advisable to supplement the existing TACS system with a
manually operated TACS system deployed through the SAL. (Reference
Action Item No. 280.)

Action - Determine feasibility of using existing designed ball valve
for supplemental TACS system. Conduct a proof, leak, functional, life
cycle and burst test on the ball valve from T.st Line Item HS-2€,
reworked to a -501 valve configuration (stem seal facing pressure)

and reidentify as test hardware for Line Item TC-16.
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Result - Hardware withstood all environments necessary to perform
this function of a supplementary TACS system control valve satis-
factorily. Present position is that it probably will not be flown

because TACS usage has subsequently decreased.

5.7.2.45 Trash Airlock Leakage Test (MSTR 058)

(]

Prcolem/Anomaly - Leakage noted in trash airlock with the trash
disposal valve assembly in intermediate position.

Action - Run a test to: (i) measure valve leakage with valve handle
in worstcase position; (2) establish range of valve handle positions
between pressurize and vent where significant leakage (cabin to
vacuum ports) occurs.

Results - Procedure was established to alleviate further leakage

of trash airlock for crew implementation. Leak rates vs. handle

position were also determined.

5.7.2.46 Refrigeration System Dual Radiator Loop Operation Test (MSTR 060)

[}

Problem/Anomaly - Warmup of spacecraft Refrigeration Subsystem.
Action - Demonstrate thermal performance improvement through dual
radiator loop operation on HS-19, qualification test hardware.
Results - Refrigeration System "dual loop" HS-19 test results
indicated substantial improvement in system performance can be
anticipated when the radiator bypass valve, bypass poppets, are in
partially open positions with both refrigeration subsystem loops
running. Increased radiator flow was the cause for the improved

performance.
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5.7.2.47 Cold Coolanol Test (MSTR 06L4)

(]

o

Problem/Anomaly - Resolve refrigeration system warm up.

Action - 1) Evaluate the effect of extremely cold coolanol on pressure
drop. While flowing coolanol and at starting flow of static conditionms.
2) investigate effect of increased radiator delta P, due to cold
coolanol, on relief valve crack and reseat.

Result - The byvass valve and relief valve operated normally throughout

the test.

5.7.2.48 OVS Refrig:ration Subsystem Leak Analysis Verification (MSTR 063)

(]

Problem/Anomaly - RSS. warm up anomaly.

Action - Perform Refrigeration Subsystem HS-19-1 spec.men testing to

verify RSS analytical leak detection cepability.

Result -~ Review of HS-15 data provided sufficient information ~hich

obviated the requ’ =2ment to run the test.

5.7.2.49 Pump Box Vent Test (MSTR 069)

o

Problem/Anomaly - Determine if the RSS pump box can be pressurized

from the OWS.

Action - Determine if the "Swiss Army" knife could e used to cut

1/4" (.635 cm) tube to allow cabin pressure to pressurize the refrigera-
tion pump box.

Results -~ In two toste, both shoved ready penetration of the stainless

steel tubing wall.

5.7.2.50 SL-3 Coolant Trarsfer Hardware Test (MSTR 073)

(o]

(]

Problem/Anomaly - Leakage indicated in the AM thermal conditioning
systen.

Action - Use HS-19 Lardware to demoastrate how much "well bleed" or
air-free coplanol can be transferred from one RSS loop of the OWS on

SL=-3 into the 3L-3 portable water tenk.
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© Results - This method of coolanol transfer entirely feasible,
but only a portion of 1oop content availabie in air-free condition.

5.7.2.51 Water Bottle Drving and Residual Determination Test (MSTR 0T4)

° Problem/Anomaly - Reguirement to establish procedure to dry the water
hoses to levels satisfoctory fo: coolanol transfer.

¢ Action - Conduct tests to determine: 1) potential vparticulate contamina-
tion level in OWS #1 ha-dware; 2) level of drying that can be obtained
using provosed vacuum technique; 3) time to accomplish training and drying
using .02 psia (137.88 N/me) as a goal for residual iodine level; k)
residuals from condensavz fiuid; 5) vacuum level vs. time after drying.

© Results ~ Tests were completed, documented, and considered
catisfactory to resolve the problem.

5.7.2.52 Coolanol/Silicone Compatibility Test (MSTR 075)

° Problenm/Anomaly ~ Coolanol transfer capability from OWS refrigeration
coolanol loop to portable water bottle in order to service the AM
the:.»al conditioning systen.

© Action - Determine the compatibility of coolanol with silicone seals
present in the condensate hose couplings and portable water tank plug
valve,

° Result = Deterioration of silicone seals occurred after 57 hours
exposure to coolanol.

5.7.2.53 Valve Life Cycle with voolant (MSTR 07T)

° Pr.olem/Anomaly = Will the valve mcet the life cycle testing with new
seals and tcrque limits within the leakage requirements after life
cycling?

®© Action - Fu..orm a pressure leakage torque measurement in life cycle
test on the outlet plug valve of the portable water tank. Tests will

be initially GN2 and then coolanol,
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© Result - Seal life under exposure to coolanol is still considered time

critical. No leakage or apparent wesr tc the valves and packing were
encountered.
SL=-3 AM Coolanol Servicing Procedure Revisions (MSTR 079)
° Problem/Anomaly - Determine that the RSS pump filter can be removed
and that MC160Ck union, with 3165-1-0L2kL, can be installed without
having a clearance notch cuv in the support block.
Action - Conduct tests to see if this fit check is possible with no

interference in the support.

> Result - A required filling was .020" (.0508 cm) at 45° from the fibergless

support edge for worst case tolerance conditions.

Additional Heat Sink for Refrigeration System (MSTR 084)

o Problem/Anomaly - Refrigeration anomaly was discovered on the SL-1 nission.

0 Action - Determine the wardroom thermal response to ambient temperature
(70°F) (294.23°K) water-filled urine bags placed in Compartment No. 2,
which is controlled to :rlight operational temperaturee,

0 Result - The use of water-filled urine chiller bags will not significantly
increase refrigeration system troubleshicoting time (less than 5 minutes)

(300 sec).

Skylab TACS Valve Thermal Tests (MSTT. 085 R1)

° Problem/Anomaly - It is possible the OWS TACS valves may be exposed to
temperatures approaching 200°F (366.43°K). Previous testing was only
accoﬁplished up to 165°F (347.0°K), In order to anticipate possible
degradation under these environments, testing was requested.

© Action = Conduct tests at elevated temperatures to determine cxternal
leakage, response tire and internal leakage at various pressures.

® Results -~ The TACS valves passed all test environments. No problems

vere encountered,

5-159

Hoaate g w

© o e -



" Wﬁ—'w P TIPS g s e e b e

5.7.2.5T Urine Separator Suction Line Washer Replacement and Test (STR 088)
° Problenm/Anomaly - SL-3 crev reported onc washer had debonded anl fallen |
off separator line.
© Action - Redesign washers and test in life cycle sufficient to provide
confidence that the washer will sustain the duration of the mission. f
° Results - Test was conducted in Space Systems Laboratory aud results f
were considered satisfactory. i
5.7.2.58 Vibration Effects of Cycling Radiator Bypass Valve (1STR 090) s
°® Problem/Anoraly - Concern expressed that cycling cf secondary loop
bypass valve migh* cause sufficient vibration transfer to the ’
primary loop bypass valve to cause valve poppet movement,
© Action - Conduct a vibration test at levels exverienced during bypass
valve actuation to determine the level required to unseat the valve.
© Fesu.ts - It was concluded the bypass circuit of the unactuated valve
will remajin in contact with the seat when the other valve is actuated.
5.7.2.59 Bypass Valve Controller Test (MSTR 091)
® Problem/Anomaly ~ Rypass valve lock-up/unlock capability not good
during power on/pover off at low temperature levels in the thermal
capacitors. This could create a problem in the refrigeration system
performance.
© Action - Perform a limited PAT on the bypass valve controller to
obtain refrigeration system operating data point support of OWS.
© Results - Confirmed regiiremeut to raise thermal capacitor temperature to
32.8°F (273.57°K) or higher to command radiator mode by power off-on cycl
‘ 5.T.2.60 Non-Propulsive Vent System Toraue Test (MSTR 092)
° Problem/Anomaly - Perform fit check of hoses required to connect
the LBNP checkout vacuum "tee" to the urine dump probe fitting on +he

waste tank bulkhead. Also, determine "B" nut torque requirements.
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Action - Use OWS Backup hardware to perform fit check. Make

laborstory setup to determine torque vs. lesakage.

Results - Fit check test was perfcrmed with satisfactior. Torque
value For LBNP "B" nut was establiished at 200 +25 in. lbs (2259.6

Ne<cm).

*92 Hose Collapse Test (MSTR 09L)

-~
~

Problem/Ancmely ~ Loss of meteoroid shield LBND vent caused over-
board to be prcpulsive. A new installation utiliziag onboard
hoses will be used to vent the LBNP experiment to waste tank;

thereby, eliminating propulsive vent condition,

Action - Run test on Hoze, P/N 1B83881 (.4l ID), at approximately
S psid (3.be x 10° N/m2) and demcnstrate that no collapsing of
the inner liner occurs.

Results - The hose was subjJected to differential pressures of §,
10, and 14.7 psid (3.447 x 101‘, 6.89h4 x 101‘, and 1.013 x 10° N/m2)
and no collapsing of the inner liner was detected. A 0.34"

(.864 cm) dismeter ball was used tc detect if collapsing of the
hose orcurred. A vacuum pressure of 2mmH mercury was maintained
within the hose for 2-1/2 hours, (9.0 x 10> sec) without detri-
mental effect. Note: G.34L4" (.8738 cm) diameter ball is maximum
size that will pass through .350 (.889 cm) ID of hose

5.7.2.62 M092 NPV System Flow Test (MSTR 092 R2)

(o}

Iroblem/Anomaly - Loss of meteoroid shield cau: LBNP vent cver-
board to be propulsive., A new installation utilizing onboard
hoses to be developed to vent the LBNP experiment to waste tank;

thereby, eliminating propulsive vent condition.

Action - Run four flow tests of thez LBNP non-propulsive vent system.
MSTR 095 Rl authorized removal of 1B83881-507 hose from Backup
vehicle for this test. R2 revision initiated to authorize removal
of QD's on the system flex hoses, the installatiocn of unions bet-
ween each flex hose, and the repeat of the flow test per MSTR Rl
change. '
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Results - At the specified flowrate of 0.13 ib/min. (9.83 kgr/sec)
of air, the back pressure at the LBNP irterface was 2.79 psia,

) - . - N - » \
(1.86 x 10" N/m“) using unions vs. 3.28 psia (2.261 x 1uh h/mg;

with QD's.

5.7.2.63 Heat Pipe Test (MSTR 098)

o Purpose - Obtain heat transfer coefficient data for 1/2" (1.27 cm)

square bar immersed in water to support a potential SL-L heat pipe
experiment.

Action - Conduct a test of an instrumented 1/2" (1.27 cm) square
aluminum bar one-foot (30.48 cm) long immersed in water on one

end (thermo-couples on both ends). Record temperature histories on
an X-Y plotter.

Results - The heat transfer coefficients obtained during water
agi-ation ranged from 160 to 500 BTU/Ft2 - HR °F (907.78 to 283.8
watt/mz/K) with no dependence on T - T. . There was no

water bar

noticeable difference in heating or cooling.

5.7.2.64 Methods for Compressing Frozen Urine Samples (MSTR 106)

(o

o

Problem/Anomaly ~ Stowing urine in return container presented
problem to crew.

Action - Fresh urine was frozen in the laboratory and installed in
the return container. Protrusi~a above lip was about 3/32, of an
inch (.238 cm) above tray lip. Height was reduced by tapping/
pounding with flight type hammer and a blood sample spacer with
varying degrees of force,

Results - The recommendation was to use loose end of blood spacer
in pounding as a technique to prevent leaks., Do not use flat

side of spacer or hammer only.
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SECTION 6 - ENGINEERING PROGRAM MANAGEMENT

6.1

6'1'1

PLANNING AND SCHEDULING

The management of technical resources, to plan and control the engin-
eering tasks on the Orbital Workshop Program, was basically oriented
to two major activities:

o Design and development pre-CDR

o Design changes post-CDR

Design and Development - In the evolution from the Wet Workshop to the

Dry Workshop, an OWS Development Engineering Work Statement was utiliz-
ed to depict the technical requirement.s/configuration as ultimately re-
flected in the CEI Specification, CP2080J1C, dated 26 November 1969,

At that point in time, definition of design was very fluid, many
technical discussions/meetings between MDAC and MSFC resulted in def-
inition and/or re-iefinition affecting other organizations. This led
to variovs organizations working to different requirements and/or con-
figurations. In order to provide singular technical work definition,
Engineering Management directed that the baseline work statement could
only be amended by iasuance of Development Engineering Plans (DEP) as
shown iu Figure 6,1.1-1.

Another form of management directive to control design criteria was

the establishment of OWS Design Memorandums., They depicted design phil-
osophy, design loads and factors, materials selection, etc, These
memoranda were the medium bty which the technical community was unified
in the design approach to the OWS,

Engineering manasgement established the means to monitor all technical
wcrk effort in requiring an Engineering Work Order (EWO) number on
every Job The EWO required the signature of the Project Engineer for
approval, Every design job had a Job Drawing List (JDL) assigned to
the EWO and every released drawing required the signature of the Pro.
Ject Engineer on the Engineering Order (EO) prior to release. Throigh
these means the design job was defined, and statused against that
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MEMORANDUM
Date: vct 8, Lur9
A3-250-KK00-M-095

To3 All H, B. Development Engineering Orbital Workshop Supervision
Froms A. P, O'Neal, A3=250 (Ext. 24i58)
Subject: ORBITAL WORKSHOP CONFIGURATION DEFINITION

Copies to: L. F. Starlof, A3-126; H. E. Bauer, M. C. Button, G, V. Butler,
R. C. Dineen, G, F, Hanson, S, Yarchin, A3-850; File

The purpose of this memorandum is to clarify the authority to which the H, B,
Development Engineering Department is to adhere for the configuration of the
Saturn V Workshop., There has been much confusion as to system description
emanating from many sources; viz, Orbital Workshop Development Engineering

Work Statemeni, Integrated Work Statement, Contract End Item (CEI) Specification,
System Engineering study results, Customer contacts, meetings, rumors, etc,

The H. B. Development Engineering Department shell work to the Orbital Workshop
Development Engineering Work Statement, dated August 11, 1969, as a baseline
and the Development Engineering Work Statement shall only be amended by H, B,
Development Engineering Plans (DEP's), These are the sole definition documents
that the design technologies are to follow., Due to the current backleg of
revisions to the Development Engineering Work Statement, DEP issuance may lag
in an untimely fashion, To fill that gap, Records of Diascussions (ROD's)
resulting in changes to the Development Engineering Work Statement shall be
issued and distributed to the appropriately affected groups., In order to
authenticate these changes to the Development Enginecring Work Statement, the
ROD's shall carry advance DEP numbers,

Responsibility for the Development Engineering Work Statement and the DEP's
remains in the Project Office, In addition, the Project Office has the
regponsibility to represent the H, B, Development Engineering Department in
achieving compatibility among the Development Engineering Work Statement, the

. Integrated Work Sta“ement, and the CE. Specificetion, In achieving this, the
Project Office will need the support of all other engineering agencles to bring
to its attention incompatibilities in any of these documents, Detail changes
not affecting the Development Engineering Work Statement are not within the
scope of this memorandum.

In summary, the Development Engineering Work Statement, suprlemented by DEP's
and ROD's carrying the DEP numbers, is the sole document depicting system changes.
Your compliance is required to minimize confusion and to implement our Work Plan,

. . *
(L1 0t
A. P, O'Neal '

H. B. Development Engineering Director
Saturn/Apollo & Apollo Applications Programs

APO$WBS smd

Figure 6.1.1-1
6-2



definition and against the design completion schedule.

These management techniques provided the program with an effective
communication system so that all of the engineering departments were kept
"™ap to date" during the design development phase. This assured all
personnel working to the same ground rules and the same configuration

of the various OWS subsystems. It also provided visibility of drawing
schedules s0 corrective action could be implemented as required.

6.1.2 Design Changes - Internal Design Feviews (IDR) and the Preliminary
Design Review (PDR) led to a baseline configuration, as established
with completion of the Critical Design Review (CDR), consisting of the
basic contract plus approved Engineering Change Proposals (ECP)., There-

efter, all design changes were reviewed for approval and program impact.
Class I changes resulted in ECP submittal to the Customer, other changes
that caused significant internal effects were presented to the CCB for
authorization approval, All implementing drawing changes, Engineering
Orders (EO), were submitted to the resident NASA Office for information
and concurrence with Class II classification., Tracing a hardware change
from MDAC initiation to installation illustrates the technical manage-
ment system utilized after CDR,

A, Upon discovering a problem, the designer prepared a description
and justification of the proposed change on MDAC Form 850-60,
"Skylab<OWS Change Request" (CR), as shown in Figure 6,1,2-1,

The designer and the Engineering Scheduler planned the design and
drawing work arriving at a proposed drawing release date,

B, The designer present-d the CR at a daily meeting, chajred by the
Project Engineer and attended by representatives affected in
implementing the change. The CR was completed for submittal to
the Program Manager, Chief Engineer, and Operations Maneger for
their approval. Those CR's for which approval was not recommended
were also reviewed for their concurrence, The approved CR's
constituted a commitment of all departments to the Work Plan and
Schedule developed during these sessions.
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PAGE OF

1 ECP/PCP NO.

SKYLAB-OWS

2 MODEL NO.

CHANGE REQUEST

DATE:

REV 73 Fec No.

4 CElI NOMENCLATURE

5 CONTRACT SPECIFICATION(S) AFFECTED

6 TITLE OF CHANGE

7 RECOMMENDED CHANGE PROPOSAL PRIORITY { ) EMERGENCY

{

} URGENT { ) ROUTINE ( ) COMPATIBILITY

8 DESCRIPTION Of CHANGE (ATTACH SKETCH & JOL)

9 JUSTIFICATION

10 AFFECTS:
YES NO

LOGISTICS

PROPULSION
STRUCTURES

- o oo o~ o~
o~ o o~ o~ — o~ —

ELECTRONICS

MECHANICAL/CREW

TIME CYCLE SIGNIFICANT ITEMS

ENGG CRITICAL COMPONENT LIST IN CEI
MISSION CRITICAL ITEM ON DWG 1875304
TEST AND ASSESSMENT DOCUMENT
INTERFACE CONTROL DWGS (ICD)

YES NO

v o o — i~ — — —
v o i~ — o~ —

- — ——— - - — —

OWS CONTROL DWG 1877075

1P&CL

P0327 FORM

AGE CONTROL SIGNIFICANT ITEMS
STOWAGF., RCN, NCN

KSC TEST & CHECKOUT PROCEDURES (TCB)
FIT CHECK MATRIX

KSC TCRSC

QUAL TEST (IF YES, INDICATE

CTCA NO. & LINE ITEM NO. e
PRODUCTION TEST

11 SERIAL NUMBER EFFECTIVITY AND LOCATION (IDENTIFY GSE TO LOCATIONS)

12 MOD INSTRUCTION REQD 14 RECOMMENDED CHANGE PERIOD — FTC DESIGNATION ( ) | 15 SCHEDULE PARTS
AVAILABLE
() YES () NO 2A2A) ——_____ 4(a,5) 7010
T3 RETEST REQUIMED 28 (28) 56,7, 8 OTHER PR ——"
) YES () No 303 608,100 ENG ~ OPS -
16 ORIGINATOR: CONCURRENCE 18 ACTION/DISPOSITION
COMMENT: APPRO/ED { )YES { INO
IN SCOPE { )YES ( INQ
e IMPLEMENT BY WRO { )YES ( INO
PREP ECP/PCP { )YES ( INO
OPERATIONS MANAGER — OWS COMMENT:
EXT DATE COMMENT:
FIGURE 6.1.2-1
BRANCH CHIEF/DESIGN ENG CHIEF ENGINEER ~ OWS PROGRAM MANAGER — OWS DATE

FORM 880-60 (OCT 72)
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E.

As the design progressed, the Engineering Scheduler was respon-
sible to alert Engineering Management of any jeopardies to the
Work Plan. Correcting action was then taken. In the event the
Work Plan was about to be violated, the CR was revised and re-
submitted for review and approval,

Every EO was required to have an identifier ncting the approval
of a CR and a verifying signature of the Project Engineer.

The drawing number and change letter was posted in the manufactur-
ing area and status reported daily. Fngineering representatives
attended these meetings to assure prompt responses when technical
activity was desired. During the period when the OWS No, 1 was

in final assembly, Engineering Management also attended these
meetings to monitor technical modes of operation and to develop
methods to further foreshorten response times when required to
solve hardware problems. Management was applied in

implenenting methods to reduce time to process paper

accompanying the hardware while assuring judicious adherence to
proper activity and documentation, These activities occurred in
all areas of fabrication, assembly and installation. Some examples
of management "English" are:

l/ The normal system to obtain technical assistance in clarify-
ing or requesting a design chaenge of a released drawing is
for the requestor to prepare a Process Action Request (PAR),
Normally prepared in the menufacturing area, the PAR book is
posted at a specific location., This is visited a few times
& day, or on demand, by a Liaison Engineer, who logs it and
sends it to the appropriate technical organization via the
Engineering Schedules Group for disposition, The designer
answers the PAR and sends it back to the originator, essen-
tially, via the same route. The lapsed time may be five days
while the hardware is put aside awaiting some resolution,

in early 1971 the OWS Program Manager recognized that "normal
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activities” could not meet program needs and as a result
jdentified sixteen "OWS Action Teams." One of these, "War
Board, Shortage Management, and Tooling" assigned the Chief
Project Engineer as the engineering team member, The team
established their headquarters in the fabrication area at

the Santa Monica plan, available to PAR requestors. The
Engineering representative then handled the PAR "on the spot"
thereby minimizing hardware delay. This was accomplished by
a phone call to the designer to obtain immediate attention
and answers, or concurrence, to solve the problem, If a
drawing change was required, the PAR was dispositioned to
provide the answer and identify the drawing change letter to
be issued, The EO was expedited and hand-carried to the fab-
rication area, This allowed the continuation of fabrication

while the EO was enroute for proper documentation of the fab-

rication and inspection,

In the installation area at Huntington Beach, in late 1971,
the same prnblem cf normal routing of PAR's was slowing the
operation, Since it was an installation problem, the part
obviously was past the fabrication process, hence, chere was
little or no drawing change activity - which allowed a more
direct solution, Here the engineering representative on the
Action Team, with appropriate coordination with other organ-
izations, directed that the AR be replaced with the EO,
When the problem was written the resojution was to be pre-
vared by engineering on the same piece of paper and, when
possible, within minutes of each other. This was called the
Engineering Change Request (ECR), and was released to the
shop immediately and processed later for finalizing through
normal EO channels.,

In the electronic module fabrication area we were faced with
delays when a problem and its sclution, resulting in a draw-
ing change, occurred after the first shift working hourse
(nights or week-ends). Although the operations and “echni-i
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4/

people were present, the personnel who perform the functions
that process EO's from the technology to the shop were not.
This involved Check, Weights, Stress, Schedules, Proje-t,
Release within Engineering, also, Reproduction and Change
Control. Since the personnel who perform these functione
were not present, the fabrication process, with many inte.im
inspection points, would normally await their presence to
process the EO, The program could ill affort such delays,
however, it was not practical tc institute a three shift,
seven day shift of these functions, The Action Team Engin-
eering Representative, by proper coordination with appropriate
organizations, authorized the engineers on the floor to re-
lease the EO's, marking them "S3NA" (Standard System Not
Available). These EO's were processed later through normal
channels to maintain proper documentation.

When Procurement received a request from the supplier for s
change in technical requirements it was via a Supplier Infor-
mation Request (SIR), The normal routing was similar to that
of the PAR noted earlier, With creation of the OWS Action
Team, the Procurement representative would ask the Engineer-
ing representative for "on the spot" answers. This was
accomplished again by a call from the Chief Project Engineer
to the designer for immediate attention and solution, This
was then written on the SIR and, rather than route through
for signatures, the coordinated designers name was noted and
signed by the Action Team Engineering representative, Sim-
ilarly, Material Substitution Forms were processed. Many
days were thus saved.

It was normal procedure upon receiving a non-conforming sbip-
ment in Receiving Inspection to return it to the supplier for
reconciliation, In order to protect the program schedule the
Procurement and Engineering representatives of the Action
Team initiated a twice dally review of the packages 4o be re-
turned to the supplier. A significant magnitude of return
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shipments were stopped or split to retain the hardware in
plant to allow faster supply to the using department, Some
involved rework, and the supplier was btrought to the hard-
ware rather than vise versa, Sone were cosmetic rather than
functionel non-conformances, wherein, the parts coild be
accepted for use, In those cases when technical requirements
were not met, the requirements were reviewed for practicality
and/or effect. This activity saved many delays in supplying
parts to the using department.

The management system used to evaluate, plan and schedule
design changes proved very effective in absorbiung the many
design changes sc necessary in the development ol a complex
space system, It provided the contractor and Customer managee
ment early visibility of impending program changes which was
the initial key to successful change management,

Formation of the "OWS Action Teams" provided technical manage-
nent in the hardware problem area as it occurred and was very

effective in minimizing delays.

Recommendations for Future Programs - The OWS Program was noc necess-—

srily unique but changes from the "wet" to "dry" concept created some
special problems of schedule and cost control. It was reccgnized that
the established and documented operating poliries would not iikely
provide the quick reactions, rapid communications, and on-the~spot
decision~making needed. Therefore, new te:hniques of management were
developed to proceed and additional new inovations were developed plus
some o0ld techniques previously used under similar conditions were
applied. Most of the techniques described could be used on any program.
It must be realized that such uses would require re*raining the people
being assigned, since the high percentage of technical people would not
normally be familiar with these procedures. The recommendation would
be tc use these procedures again if conditions were similar to those

that existed on OWS.
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6.2

6.2.1

6.291.1

CONFIGURATION MANAGEMENT

The requirement for implementation of Configuration Management (CM)
disciplines was included in the initial Workshop contract as part of
the Schedule II work statement., DAC 56689 was designuted as the
initial Configuration Management Plan and was to be the repository
for the contractually imposed CM requirements and procedur-3 applic-
able to the Saturn I (wet) Workshop., This CM plan was updated as

DAC 56689A to convert from Saturn I (Wet) Workshop to Orbital Workshop
(Dry) requirements per direction o’ Supplemental Agreement #2 to con-
tract NAS9-6555. The 23 January 1970 issue of DAC 56689A was desig-
nated by NASO-t 55 Supplemental Agreement B84 as the applicable CM
document for the Orbital Workshop program.

Configuration Identification

Specifications - The OWS Contract End Item Svecification (NEIS),
CP2080J3C, was designated as the document to contain the OWS design
and performance baseline requirsments., The CEIS was revit~d by MDAC
and NASA approved Specification Change Notices (SCN) when needed to
vemain current with the contract design and performance requirements.
The OWS Ground Support Equipment (GSE) requirec.sents were maintained
in DAC 56692A, Ground Support Equipment Model Specirication., This
docment was also maintained curr~nt by ICN's processed thrcugh MDAC
to NASA for approval. These two documents reflected the total cone
tractual design/performance requirements baseline for the OWS Program
and were conscientiously mainteined curreat. for this reason they
were extremely useful throughout the program, including at the board
design engineer level,

Changes to the CEIS and the GSE Model Specification werc iden*‘ fied
to the authority for the change by SCN wvs authority logs maintained
in the document and by anotating each changed paragraph with the SCN
number, This provided the informatira needed to allow ensuing engin-
eering document changes to be identified to the applicable change
idencity.
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6.2.1.2 Interface Control Drawings (ICD) - ICD's were included by referecnce
as requirements in the CEIS, tut were maintained separately on d: “wing
format. The ICD's were prepared by contractors designated by NASA,
were coordinated with the affected associate contracto.ss, were issued
by NASA, and subsequently were placed on the appropriate contractor
contracts. The total listing of the applicable ICD's was maintained
in MSFC document CM-022-003-2H, Skylab OWS Interface Control locumen-
tation Contractual Index and Status Report, which was listed in the
CEIS.

There were two levels of 1D's used on the OWS Program, Those which
effected only one NASA center and contraciors for which that one NASA
center was re~n..sible were called Jevel B ICD's; and thnse ICD's
vhich affected wxore than one NASA center or their contractors were
crll . «vel a I(D's,

MDAC was designated by NASA as the responsible contractor for ICD's
reflecting OWS to Fxperiment interface requirements. This was a size-
able task which resulied in MDAC preparation, coordination end m inten-
ance of 70 ICD's (50 Level A and 20 Level B).

In addition to those prepared by MDAC, nere were Uf additional appli-
cable ICD's vhich represent requirerents upon the OWS design. MDAC's
task related to these ICD'a was to review, accept, or propose changes,
and when pluced on contract, to control the OWS design thereto., This
same task of review, acceptance, and control also was required of MDAC
for the 70 ICD's prepared by MDAC,

Once it was established that an interface existed that would be docu-
mented on an 1CD, a specific design technology organization was assign-
ed the responsibility for that particular interface, This responsi-
bility, in addition to the design aspect included:

o Establishr :nt of a single contact for cocrdination with each

affected associate contractor and NASA,
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6.2.1.2

o The marking of each alfected design drawing to identify that it
could not be changed without prior approval via the ICD change
systen,

o Establishment of central records regarding all interface trans-

actions,

o Responsibility for initiation of designs to comply with the inter-
face requirements,

o Responsibility for initiation of changes to the ICD to keep it
current or to insure proper functioning of the interfacing hard-

ware,

o Responsibility for assessment of all changes proposed by NASA or
an associate contractor relative to that interface,

o Responsibility for coordination of that set of interface require-
ments with all other MDAC agencies affected.

o Responsitility for keeping management appraised of the status of
the compatibility of that interface design.

Each ICD change carried the identity of the charge authority on the
Interface Revision Nctice (IRN) which describ~d the change. This
change authority identity was carried down through the engineering
documents which wer- subsequently revised to reflect the ICD changes.

Design Drawings - The OWS and GSE design drawings were required to and
did comply with ¥} TL.D-70327, Class II, in format and content, Strict
rules governing part numbering were observed and the designs, when
reieased for manufacturing/test were identified to the approved design
requirement baseline esteblished by the CEIS and/or the GSE Model
Specification.

The release records were centrally maintained in the engineering rel-
ease groap and the release file for each drawing contain«d the infor-
mation required to determine the total released engineering require-
ments, Likewise, .he release records contained the information
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6.2.1.4

necessary to be able to determine the total design configuration of
the OWS and of the GSE at any point in time in the program,

Design Reviews - Once the design requirement baseline was established,
design reviews were planned and performed to assure that the design
baseline was established which conformed with the requirements. There
were reviews conducted internally by MDAC and reviews conducted by
NASA, The latter were resuired by the CM plan:

o To resolve design baseline requirements,

o For acceptance of design concepts, analysis, and preliminary
design,

o For authorization to proceed with final design,

o For approval of final design baseline,

The NASA reviews were conductec in two phases. The Preliminary Design
Review (PDR) was required prior to proceeding with the final design,
and the Critical Design Review (CDR) was required to obtain NASA
approval of the final design.

The PDR was initially held in May 1967 and was completed in a delta

PDR in December 1967; however, both of these reviews related to the
Saturn I Workshop (Wet) configuration. The CDR (OWS dry configuretion)
was held in September 1970 and thereafter MDAC was authorized tc¢ pro-
ceed with completion and closeout of NASA assigned Review Item Discrep-
ancies (RID) and to release the approved baséline design for production.
Both of these reviews were major milestones in the OWS development
cycle and each system was reviewed in-depth for all affected NASA

centers and associate contractor personnel.

Separate PDR's ard CDR's were conducted by MDAC of the major subcon-
tractor developed portions of the OWS; ramely, the Solar Arrays and
the Waste Management hardware, NASA participated in these and closely
monitored both the reviews and the RID closeout activities,
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6.2,2

6.2.2.1

To assure compliance with the baseline requirements, MDAC comducted
internal company reviews of each OWS system and subsystem, and redir-
ected the design as needed, prior to presentation to NASA at the CDR.,
NASA attenacnce was invited at these sessionz to ald in communication
of progress status and system details between the various technical
organizations.

Configuration Centrol

Configuration Control Board (CCB) - The MDAC OWS CCB was chartered as
a senior management committee to direct MDAC response to contract
directives and to implement and control appropriate action relative to
OWS baseline changes generated within MDAC, The CCB was established
early in the program (July, 1970) at a time, prior to the OWS CDR,
when formal change traffic was Just beginning to become a Tactor that
required management attention and control.

The CCB was chaired by the OWS Program Manager and the Directors of
the functional organizations were members, The board convened reg-
ularly each week on a schedule tailored to the change traffic. The
early sessions were less frequent than later when the ~hange traffic
increased to a level such that it was necessary for the CCB to convene

eack workday.

The CCB was supported by an internal MDAC charge analysis board (CAB).
This team, consiating of tebrgbéntatives from each OWS depariment,
performed the staff work, for each directed or proposed change, such
as establishing the description, cost, scheduie, impact, recommended
actions, and associated documentation, The CAB relieved the CCB
members of this preparacory staff effort and provided them with firm,
factual information upon which to vase their decisions, This arrange-
ment was significantly beneficial in that It improved the timeliness
of CCB decisions as well as assuring that they were founded on facts.

The CCB operated to strict guidelines relailive to proposed changes
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and approved only:

A, Necessary changes resulting from:

o A change in NASA requirements

o A design deficiency necessitating a "Make-it-work" change
B. Cost saving changes resulting in:

o Significantly reduced recurring cost in design, manufactur-
ing, or test, without unacceptab.e effect on schedule

C. Desirable changes resulting in:

o Significant increase in reliability, system safety or sch-
edule accomplishment.

The CCB activities provided the top management control needed in the
OWS activities. The timely decisions of this management team kept the
OWS design change traffic from becoming excessive and cnstly to the
point where it would have jeopardized the aims of the program.

It is important to note ‘ hat the CCB decisions were the responsibility
of the chairman., The members made recommendations and gave advice to
him, but they daid not decide the final issues by voie. This methol
placed 1:e final control with the program manager and the decisions
were thus made with consistency and with full benefit o>f his total OWS

experience,

Engineering Change Control - The OWS Configuration Management Plan
required any Class I change to be proposed to NASA via an Engineering
Change Proposal (ECP) for approval prior to implementation., A Class I
change was defined as - Apy proposed engineering change tc NASA
accepted or unaccepted prime equipment end items (flight hardware and
launch critical GSE) which affected one or more of the following
documents or caused & listed action:

o CEI Specification
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o Interface Control Documents

o KSC portion of Orbital Workshop Test and Checkout Requirements
Specification and Criteria Document (1B83429)

o Orbital Workshop portion of the Saturn Workshop Power Allocation
Document (LOM35631)

o  OWS portion (I-SL-008) of the Skylab Stowage List

o  OWS Stowage Capability Document (1B85808)

o  OWS Alignment Control Drawing (10MO3934)

o  OWS Operational Nomenclature Document (MLC GO387)

o  OWS Snaps/Velcro Restraints Document (MDC G2439)

o Government Furnished Property

o Camera and Photolight Locations Drawing (1BS4616)

o Retrofit at KSC

o A change in required requalification testing

o A change of vendors of mission/safety critical components

o A change to contract price or fee, contract guarantee, contract
delivery or test schedules

o A change in electrical interference to communications or to
electronic equipment, or a change in electromagnetic radiation
hazards

o A change in materials which come into contact with urine

0 Instrumentation Program and Component List (1B68467) additions,
deletions or changes to measurement number, name range or channel-

ization therein

All other changes were designated as Class II type; i.e., those requir-
ed to correct errors or to correct the designs to be able to meet the
baseline requirements without affecting the items listed in the Class I
definition. These did not require formal NASA approval, but diu re-
quire the NASA Resident Manager Office concurrence with their
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classification. MDAC submitted copies of all Tlass II drawing change
Engineering Orders (EO) to the resident NASA office to fulfill this
requirement. There were virtually no mis-classified EO's which MDAC
wss required to change to Class I type.,

A,

ECP Initiation - The requirement that stipulated the need for
approved ECP's prior to implementation of Class I changes was

one of the prime controls imposed on the OWS engineering depart-
ment by the CM plan and by the program/engineering management.
Consequently, there was a particular emphasis throughout engineer-

ing to assure compliance.

Once a design has been prepared and reviewed/approved/released,
each proposed change to that design was screened by design tech-
nology and engineering project management for proper change class-
iffcation (I or II) and for need. Once the need for the change
was established, the Class II type change was completed and re-
leased and the Claas I type change was held while an ECP was ini-
tiated to gain the approval to implement that change.

The OWS, being designed to accommodate a large quantity of para-
1llel developing experiments and to mate with and operate compat-
ivly with an equally large quantity of parallel developing multi-
disciplined crew support systerns, spawned an exceedingly large
quantity of propoused changes, Class I changes were approved as
part of the CWS CDR baseline and thereafter an average of 72
Class I changes were procersed eac aonth until the initial Sky-
lab launch (8/1/70 through 5/30/73).

The quanticy listed above is only of changes approved by the MDAC
CCB, and indicates the high degree of compliance of MDAC with the

CM Class I change ECP requirements,

The total number of changes processed per month by MDAC was much
higher when Clasc II and disapproved changes are congidered,
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ECP/PCP Preparation/Processing - Each change, approved by the
MDAC CCB for preparation and processing to NASA utilizing the
long form change format, was required, by the CM plan, to include
the fbllowi?g specific data and information:

o Description of effect of the change on prime equipment
o Description of effect of the change on non-prime equipment

o] Description of effect of the change on other OWS program
elements such as the test program, GSE, High Fidelity Mockup,
Neutral Buoyancy Hardware, One~G Trainer, Crew Systems Eng-
ineering Laboratory, and Dynamic Test Article

o Effect on MDAC contractual software

o Effect on designated NASA soirtware

o Cost of implementation

o Schedule for implementation - including retrofit at KSC

o Contractor recommendations related to approval

To eliminate unneeded effort and to speed the flow of information
and approvel, certain types of changes were allowed to be identi-
fied within "family" change numbers. Some of these family series
changes were then allowed to be prepared and processed to NASA
utilizing a special short form format containing only certain
specified data pertinent to that family of changes. The change
families established were:

Family No. Type Format
o] ECP W003=X OWS Compatibility change Short Form
o ECP WOOk-X OWS Compatibility change Short Form

- that affects the stowage
system only.

0 ECP WO5=X Document only change to OWS  Short Form
CEIS
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) ECP W006-X OWS stowage system only Short Form
change that affects NASA
document I-SL-008.

o ECP WOOT-X Change proposed to NASA Long Form
that is on OWS contract.

o ECP W008-X Change to OWS on-orbit Long Form
Snaps and Restraints

o ECP W009-X Change to OWS operational Long Form

nomenclature,

(o] ECP WX Change to OWS prime Long Form
equipment.

o PCP WXXXX Change to OWS equipment/ Long Form

progrem that does not

affect prime equipment.

Every effort was made to provide the required data with each ECP
processed to NASA, Many times, however, the required technical
decisions were not available from associate contractec 5 (actual
dimensions needed to reflect ICD changes, for example) or from
MDAC design technologies (factual power requirements, for example)
because the design required to obtalin these facts may not have
proceeded that far.

To hold ECP's until such data was available would uavs caused
significant, undesirable delay in change approval. rherefore,
as an expedient, many ECP's were processed lacking some of the
desired knowledge. This did necessitate additional change
board activities to proccss the ECP revisions that updated

previous submittals to include the omitted information.

Several methods ware used to fill the infcrmation gap for NASA.
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when this type of ECP was reviewed by their change toard:

l/ The MDAC on-site engineering group at MSFC furnished repre-
sentatives to the MSFC CCCB and was able to hand carry data
and information, as it became available after initial ECP
submittal, to cognizant MSFC personnel to supplement the ECP,

2/ During the MSFC CCCB meeting, wherein ECP's were being dis-
cussed and dispositioned, an MDAC management support team was
in attendance via telephone conference hookup. This MDAC
team was able to answer CCCB member questions and supply
latest knowledge on information regarding any area of the
ECP, This included not only information that may have been
omitted completely, but amplification or explanation of in-
formation presented within the ECP,

These suprort efforts were very effective, particularly during
the peai ECP traffic periods as OWS designs were jelling.

Drawing Change Control - The configuration of the OWS approved at
the CDR consisted of a design which conformed with the 26 November
1970 CEIS requirements as modified by the approved ECP's listed

in Table 6.2.2,2-1, Oace this design baseline had been establish-
ed, OWS engineering imposed a hard and fast rule that restricted
all drawings from being revised unless because of an approved

Class II or Class I change, The OWS Engineering Integration Office
was the approval agency for Class II changes while the MDAC CCB
gave ECP submittal approval and the NASA CCCB gave implementing
epproval for Cless I changes.

All drawing changes after ..ie CDR were identified to the approved
ECP causing the change and upon release separate lists, of the
drawings affected by each change, were uaintained,

The release records of each drawing contained each approved ECP

number, obtained from the druwing releasing puper (Engineering
Order = EO) on a real time basis, The release rec~riy were
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w020 R1
w023 R1
W02k R1
w030 R1

w033 R1

Wo3k R1
W035 R1
W036 R1
woll R1
wol3 R1
Wol8 R1
W052 A1
Wosh R1
WO61

W069 R1
WO7C R1
w082 R2
WoBk R1
w085 R1

R e I

CDR APPROVED DESIGN BASELINE

TABLE 6,2,2,2-1

WOB7 R1
Wo9l
w092 R1
Wo93
W09 R1
wo97
w099
W100
W10l R2
W105 P1
Wilio m
Wlll R1
W116
W119 Rl
w122
w127 R1
w1z9
W1k
W15

6-20

CP2080J1C, dated 24 July 1970 as mecdified by the following listed ECP'S:

w146
Wk
wikg
W168 Rl
w169
W17l
w172
W173 R2
W17l
W19l
w199
w209
W209 C1
w215
w218
wal
wals

w303



60203

6.2.3.1

automated and thus were capable of producing listings of design
drawings affected by any authorized, released ECP, These list-
ings vere called Engineering Change Identity Parts Lists (ECIPL).

Prior to the ECIPL printout which occured after drawing release,
an estimated lirt of drawings to be affected by an approved ECP
was maintained in a sub-routine of the automated release record
system, This sub-routine was called the Job Orawing List system
(JDL)., It was used to great advantage by simultaneously provid-
ing drawing change and scheduled release visibility to mamufact-
uring departments. The JDL system also maintained in-system loca-
tion of each drawing and change, thus providiag the important
releese status fuuction that engineering management needed to
monitoxr design progress.,

Configuration Accounting

Configuration Accounting Records - MDAC maintained records within the
OWS program departments as requf-ed to maintain complete configuration
visibility and status, Maintained were:

A,

c.

Approval records and changz lncorporation status information or
all configurction specifications/documents and changes thereto
(1.e., Contract End Item Specification, Ground Support Equipment
Model Specification, Government Furnished Property Requirements,
Quality Program Plan, Reliability Program Plan, Test Plan and
Configuration "‘s-ageaent Plan). Each documert included a change
log which 1listed the SC. number and date, ECP number, contract
authority number and date, document pages affected, and other per-
tinent informationm,

Approval records of all deviations and waivers to the approved
configuratinn specifications/documents, These records were main-
tained in the engineering contract specification section.

Listings sad release status of all drawings/documents of which
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6.2.3.2

6.2.4

the OWS design baseline was comprised., These reccrds were main-
tained within the enginee.ing release section (Refer to 6.2.1.2).

Listings and approval status of all Class I changes (ECP's) to

the design baseline. These records were maintained in an on-line
automated system which included data relating to ivitiation, in-
ternal MDAC approval, submittal to NASA, approval by NAS/, approv-
al authorities, and modification kit information,

Records of all Class II changes. These records were maintained
in the engineering release section drawing release record files.
Each drawing change was identifiable as to iis classification as
Class II or to its ECP number if Class I.

V-rifiration records relating to baseline or Class I change (ECP)
identities, This information was also maintained in the autornated
gystem noted in D above.

Configuration Accounting Report Certificaticn - MDAC, in addition to
compilation and maintenance cf internal records, reviewed and sugges-

ted changes/corrections to the following NASA prepared ccnfiguration

management oriented documents:

A,

B,

c.

D,

Skylsb Configuration Identification Index and Modification Status,
CM-020-001-2H, MDAC reviewed monthly and responded to NASA with
suggested changes.,

Skylab OWS Interface Control Documentation Contractusl Index and
Status Report, Part I of CM=023-003.2H,

Skylab OWS Stowage List Status Report, Part II of CM~023-003-2H,

Skylab Stowage List, I-SL-008,

Change Traffic - The OWS design baseline undeiwent many changes from

the time of CDR (Table 6.,2,2,2-1) through SL-4 splashdown. There were
several reasons fur this high rate of change:

(o]

The change from tk« Wet Saturn I Workshop to a Dry Skylab Orbital
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Workshop was a majo. change.

o The OWS program sustained several "stretchouts" for funding ree~
sons. Tnis gave extra time for meny aesirable redesigns - froa

all agencies,

o The inter-center reviews developed needed changes.,

+] The OWS design included a huge volume for stowage of mission re-
quired items - by an order of magnitude greater than on any pro-
gram before. "kis new design field also brought forth many crev/
NASA initiated changes related to on-orbit operation of the many
experiments,

o The trainers, mockups, aad neutral buoyancy end dynamics test
articles were ntilized effectively and contimiously. A natural
fallout of this effort was change traffic, .

Between September .969 (CDR) ard November 1973, the following quantities
of changes were processed by MDAL on ‘he OWS program:

Change Femily 1969 1970 1971 1972 102
ELP W003-X 0 0 0 10 109
ECP WO( ;X 0 0 0 7 156
ECP W005-X 0 37 28 2k 3
ECP W006=X. 5 29 2Ly 301 140
ECP WOO7-Y. 0 ) 215 299 11k
ECP W008.X 1 0 0 6 £
ECP W009-X 1 0 1 19 23
ECP WX 18 364 L2 2h7 123
PCP WX 27 140 127 107 18

TOTAL CHAIYIES = 3353

-23
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Conclusions and Recommendations - The configuration management discip-

lines used were adequate and fulfilled the desires for the OWS. A lot
of effort was spent obtaining & mutual understanding of an operable
syst: % structured to meet CM requirements with the OWS schedule and

cost control problems. A lot of emphasis and participation was required
of top management for change board and change control activities. The
disciplines used for OWS are applicable to any future programs.

However, the implementation methods are not necessarily optimum and

Gepend on the program schedule conditions.
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SECTION 7 - MISSION OPERATIONS SUPPORT

7

.1

GENERAL

Support of the Skyleb (SL) mission was provided by many NASA and Skylab
contractor personnel from various locations throughout the country.
MDAC-~W provided mission operations support for the Orbital Workshop
(OWS) from its fecilities at Huntington Beach, California, and through
its n-site personnel located at MSFC, Huntsville, Alabama. This sup-
port was provided to MSFC who supported the JSC flight ccntrol team

from the Huntsville Operations Support Center (HOSC).

MDAC~W monitored all mission activities and provided around-the-clock
support to NASA for the final four months of launch preparations and

for the entire 9-month mission period.

An OWS mission support team was established at MDAC-W which included
senior systems engineers for -all OWS systems and representatives from
all supporting program organizations. All mission support actions were
assigned to the OWS mission support team which operaled out of the OWS
Mission Support Center at Huntington Beach. Coordi:.»tion with MSFC was
accomplished through the MDAC-W mission support personnel on-site at

MSFC which operated out of Conference Work Area (CWA) No. 6 in the HOSC.

Whenever an OWS problem was identified or whenever JSC and/or MSFC
generated a mission support action request related to the OWS, MDAC-W
would generate an internal action item to respond to the problem or
action request, Responses to these action items received an internal
technical and program review and were forwarded to the MSFC Mission
Support Groups (MSG's) for their consideration and use when responding
to the JSC flight control team. One thousand twelve (1012) such

actions were processed by MDAC-W during the course of the mission.
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The OWS Backup spacecraft and OWS componept and system test setups at
Huntington Beach plasyed a prominate role in providing test data in sup-
port of many of the OWS action items. In addition, a significant
amount of hardware was developed at Huntington Beach during the mission
period for fly-up on SL-3 and -~k and for test or crew training use by

MSFC and JSC.
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T.2

T.2.1

MDAC-W SUPPORT AT MSFC

Overview of MDAC-W's Rcle at MSFC - MDAC-W's role st MSFC was as

follows:

A. Tc provide a team of qualified engineers that could advise their
MSFC Mission Support Group {(¥SG) leaders on technical matters per-

taining to their responsible Orbital Workshop (OWS) system.

B. To manage the techrnical support, insure coordination and integra-
tion across technical interfaces, and timely response to action

items.

C. To insure that the MDAC-W technical position on OWS action items !

was properly represented to the MSG leaders and OWS Project Office.

D. To provide to MDAC-W, Huntington Beach, real time data on key uUws—— —

parameters on a frequency sufficient to allow assessment -of-aystems

status.

The organizational structure and interface relationship are discussed

in Section 7.2.2. Individuals assigned to the team were responsible

R P

for working shifts as assigned by their MSG leaders. Dutiésb;;nerally :
included console monitoring and action item coordination. In some
cases, and particularly during times of heavy action item traffic, the
ability to properly coordinate technical responses was compromised by
console monitoring duties. Two senior representatives were assigned to
MDAC-W, Huntsville, to insure technical coordination and continuity of ' E
responses. Coverage was provided during the manned mission phases N
seven days & week to properly represent MDAC-W technical positions. A

staff was formed (varying initially from seven to four at the end of ;

the mission) to provide around-the-ciock coverage in the Huntsville
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7.2.2

Operations Support Center {(HOSC) to assist in the specific action
tracking and coordination system. All actions assigned to or poten-
tially affecting the OWS were assigned a number for tracking purposes

and responses distributed to affected MSFC personnel.

MDAC-W/MSFC Missicn Support Interface - The interfaces between MDAC-W

and MSFC can best be viewed on an organization-type chart, considering
MSFC's overall responsibility during the Skylab mission (see Figure

7.2-1). MSFC was organlzed +q accompllsn two basic functions with

regard to hardware and experlments under their development responsi-
bility; monitor real time systems status and provide solutions to
problems. To accomplish these functions MSFC established several MSG's
that had technical responsibility for the status monitoring and problem
solution. These ASG's were headed by the individuals designated on the
charts. To ensure continuity and timeliness of technical response, =n
Operations Director {0.D.) position was e-tablished full time at HOSC,
reporting to a senior 0.D, ©Staff systems engineers were assigned to
the 0.D. to assist in technical integration and coordination across MSG
overlapping responsibilities. The OWS Project Office had individuals
assigned to support the various MSG's and advise the Project Manager or

the status of OWS systems and actions required.

The MDAC-W interfaces weire officially from the Huntington Beach Duty
Officer (Program Manager/Chief Engineer level) through the on-site
Hun.sville Senior Representative to the ;ffected M5G's. Thus, all
problens or actions affecting th; OWS were responded to through the
Huntington Beach Mission Support Room (MSR) under approval of the cog-
nizant Duty Officer. Responses were reviewed and cocrdinated with the

MSG's with copies distributed to local MDAC-W MSG personnel and the OWS

7ok




Figure 7.2-1
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T.2.3

Project Office representative. Requgsts for MDAC-W s.gport originated
from several sources: MSG's through MDAC-W MSG personnel to Conference
Work Area (CWA) No. 6 (MDAC-W/OWS HOSC Control Room); direstly to CWA
No. 6 from MSG's' to CWA No. 6 from OWS Project Office personnel; and
CWA No. 6 initiated through monitoring voice conversation and JSC

action requests.

All MDAC-W action requests requiring hardware fabrication, utiliZaticnd

of the Backup OWS or conduct of testing required authority of the OWS
Project Manager (or his designee). Details of the overall action sys-
tem are discussed in Section T7.2.6, however, for interface discussion
purposes there was an official suthority interface with the Project

Manager

The MDAC-W senior representatives to HOSC interfaced with &ll the
personnel or positions identified on the chart with the exception of
Flight Operations Management Room (FOMR) (MSFC representatives to JSC
FOMR). The day-to-day inte: face was basically coordination with the
MSG leaders and the OWS Project Office representative to CWA No. 6.
Interface with the 0.D.'s or senior 0.D.'s was more periodic, depending
on the events and circumstances. The MDAC-W CWA No. 6 Room Captains
provided the on-site full time capability for coordinating action
requests and responses (with Huntington Beach and MSFC) as well as &

single point oi contact for MDAC-W personnel location and notification

of problems,

Facility Definition - The Skylab missioa support facility is located

primarily in the HOSC. The facilities available to MDAC-W were as

—

follows:

A, CWA No, 6 - CWA No. 6 (Figure T.2-2) was used by MDAC-W to provide

o 48 vt N
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a focal point for dirseminating action requests and action re-
sponses, to provide a work area to work on problems, to maintain
communications with MDAC-W, Huntington Beach, as well as the on-
site MDAC-W MSG personnel. The equipment within CWA No. 6 included
desk, work table, filing cabinet, technical library, three phones,
TV monitor, plus hardcopier and communication loops to monitor
Flight Directcr (FLT DIR), Ground Operational Support System (GOSS),

HOSC, FOMR, 0.D,, plus several internal lines.

Administration Support Center (ASC) - The ASC provided mragnafax
support, reproduction, limited typing, mail distribution, and an

extensive library of documents and photos.

Operations Support Room (OSR) - The real time data display consoles,
Mission Operations Planning System (MOPS) terminals, data hard-
copiers, and strip charts were located within the OSR and were
marned by MDAC~W personnel as required by their respective mission

support leader.

Support Action Center-Orbital Assembly(SAC-OA) - The SAC-OA was
menned by the Operational Support Manager (0SM) from which
HOSC/FOMR business was ccnducted. MDAC-W supported the OSM by
participating in status meetings and all technical meetings

affecting the OWS.

Other facility areas included:

A,

Building 4481 - MDAC-W Office - The MDAC-W office provided all of
the MDAC-W typing . auditional magnafax transmiscion, complete
MDAC-W drawing file, reproduction and normal MDAC administrative

services.

cerdy e
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T.2.4

T.2.h4.1

B. Crew Systems Facilities - The MDAC-W Crew Systems support personnel
worked out of the Crew Systems War Room., Available to them were TV
monitor, communication monitors, and phones. Also, the Hi-Fi
Mockup was available next to the War Room for mockup of problem
solutions. The Neutral Bouyancy Fecility was used by the Crew
Systems personnel to work crew training procedures using simulated

zero "G" conditions.

C. Experiment Work Area - TV monitor, voice monitor, and phones were
aveilable within the Experiment Work Area to support problem

coordination.

MSFC Skylab Data System

General - Although many similarities existed between Apollo and Skylab
data systems, the long duration mission, with the resultant large
quantities of data, rzquired significantly new approaches to date pro-
cessing. The most notable of these was the compression (or compaction)
of data such that only changes in data values were transmitted from the
ground stations to the data network. During final data reduction, the
"missing" static data bits were reinserted for a "continuous" data
curve, The downlinked date was recorded at the remote sites in both an
analog and digital format. The analog instrumentation tape recording
was utilized as "prime" data on the Apollo Program bit the Skylab
Program utilized the digital tape recording. These digital recordings
were stripped of all redundant data samples by using an editing tech-
nique (zero-order-predictor) at the remote site. These edited data
[All Data Digital Tape (ADDT)) were then transmitted to JSC where they
were available in the Skylab Data Base, The ADDT computer teiminal at

JSC inserted tape recorder data, time sequenced the data, removed

T=9
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70201‘-3

overlaps from the remote sites, and then transmitted the data to MSFC.
Figure T.2-3 shows a simplified flow of Skylsb date to MSFC with each

of the major elements described in the following sections.

Real Time Data - The on-board telemetry and commend response data were
downlinked at the remote sites, processed through the Remut~ 3Site
Telemetry Computer (RSTC) and transmitted to JSC via Goddard Space
Flight Center (GSFC) and the Apollo Command, Communicatiorns, &n:
Telemetry System (CCATS). At JSC these data were available in the
Skylaeb Data Base via the Mission Operations Computer (MOC). These
real time CCATS data were also transmitted to MSFC via a 50 kilo-bit
line where they were received at the HOSC, processed through computers
end Digital-to-TV (D/TV) generators to drive the video matrix for the

television and console displays.

Originally, real time data were to be received and displayed 8 hrs/day
with an optioun to call up additional date within one hour to assist in
solving urgent problems. However, because of complex difficulties
encountered in transmitting the ADDT to MSFC and because of the state
of the Skylab following launch, it became necessary to perform the
mission operation functions utilizing the real time data as a "prime"

date source, This was performed by manning the HOSC in an

"around-the-clock" operation. This node of operation placed very great

demands on the D/TV hardcopy capabilities during the first manned

mission, as well as requiring additional personnel t¢ man the consoles

continuouely, Certain date formats were hardcopied and transmitted by

telephone to Huntington Beach for tracking critical system performance.

MOPS - Four MOPS terminals were available in the HOSC, at least one of

vhich was operated around-the-clock. These terminals provided direct

T7-10

S’ GERE wse boiatyly




NOISSTRX WOd¥d

qassdd
-0¥d VIvVd 40 %001 e

g£-2°L NI

101 NOISSIWX WO¥4
SAvda TIAVIIVAV @ SUNOH 8%-21 FATAVIIVAV ®
QIINIYd ¥ @ISSAD
-0dd SI VIvad 40 %0S ®

S901
SLdTYDSNVYL
SOLOHd

———— em———

VLva TVIDAdS

SYOLOVYINOD OL

SIdVI waASnH

SLO1d IVIDAdS

SM009 VIV@  ¥VINGVL

SLNdLAO NVIS OLAV

hr e o y ————— e % s RN BT AT

SAVIdSIA NO ATAVIIVAV

VIVad 1/¥ 30 %001 ® Fsvd
*0dS 9-% QALvadn VIVad NI SHUNOH 8% ®
NOISSTWX WO¥d °DdS ] viva @10 ¥NCH Z ®
SAVIdSId AL/d
SIVVHD d7HLS TVNIRYEL
SXVIdSIA TIOSNOD SdOH
INIL TVEd

)

!

SYALNROD JdSKH _

[ |

Isvd VLIvd
ONI3SID0dd WALNJWO?
SAVTIdSId YITI0WLNOD LHOITA
osr

04S89

MO14 ViVA 8VIANS

: & ok
ot i e ea g T et 9 ke o Pietwe = oheb o



PR e

B

SR N el o i e L s

i

7.2.4.4

access to the Mission Data Retrieval’System (MDRS) Data Base at JSC.
The data basec normally contained the most recent (from about 2 hours
0ld) U8 hours of data (reasl time plus recorded) which could be
retrieved in fixed, predetermined plot or tabular formats in selected
time slices and sample rates. The older data (more than 48 hours) was
stored on magnetic tape and catalogued into a historicel dats base
which could be retrieved at a later time. The system (MOPS) proved to
be the prime source or data for contingency analysis until the data
books were aveilable since real time dala "slices" at time points
selected by the console monitor over ground stations. MOES provided

continuous data tabulation within certain limitations.

Auto Scan - The Auto Scan Program was a software program ¢ rstem of
smaller programs, any one or all of which could be resident in the
computer simultaneously. The Auto Scan main program performed a limit
search, discrete event search, detected time of acquisition and loss

of signal, and output three tapes:

A. The Behavicr History Tepe (BHT) contained the times at which
measurements exceeded and returned to their predetermined limits,
the mavimum deviation, and total number of points outside the
limits as well as the status and times for discre?e event. measure-
ments. (A minimum of five consecutive data poin&?ioutside the scan
limits were required for a measurement to be processed orto the BHT
and after eleven deviations were discontinued). A tabular output
feport (Event Report and Linit Scan Report) was printed for

engineerirg review,

B. The Statistical Data Tape (STDT) coatained the actual data that

required more thorough study as determined by the limit search of

T-12
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the main program. Thi. allcwea special processing to be performed

as determined by the requestor.

C. %“he data tabulation keying tape contained the measurement number
and times that these exceeded and returned to their limits as a
criterion to rovide the start and stop times for further non-Auto
Scan processing. This was used n conjunction with a compressed

data tape to produce special plots and/or tabs.

During the storage period between SL-Q and SL-3, the limit search
portion of the Av o Scan Program output was deleted and only
batches 3 and 4 [1200 to 2400 hours Greenwich Mesu Time (GMT)] of
the ADDT data were routinely processed to the data book format.
This time interval covered the weking hours of the crew and eny of
the remaining batches were processed on a contingency basis. These
éhanges resulted in a more realistic output schedule such chat the

data books were available within 12 to 48 hours.

User Tapes - Skylab user tapes were provided to each contractor using
compressed data and a special user furmat. These tapes were used by
the contractors fer detailed system evaluation or module performance

analysis for final evaluation reporting.

Special Date - Telemetry was not the only source of data that was used
to evaluate the OWS. Crew voice transcripts were made from tape
recorded air/ground communicatioa and from airborne tape playbacks.
These were available on a "quick-look" basis in about 24 hours and on
an "edited" basis in 2 to 4 weeks. Copies of the crew debriefings and

crew logs were alsc available,

Photographs made by the crew were selected for review based on the OWS
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systems photographed. Video transmi;sions from the crew were recorded
at the Mission Contfol Center (MCC). An "enhanced master merge" video
tape was prepared and transmitted to MSFC where a kinescope was tnen
prepared. Copies of this kinescope were then provided tc¢ the contrac-
tors. The sound track was deleted from the kinescope prior to the SL-3

manned missions due to cost and availability considerations.

The problems encountered early during the launch of Skylab involving
the losc « "~ the Meteoroid Shield (MS) and the secondary problems of
overheating resulted in contingency data requirements. Analog tapeé
containing the launch and OWS telemetry links through insertion were
requested. An analog tape from the Madrid tracking station was also

required to investigate an anomaly of the refrigeration system.

Video tapes were requested on two occasiors; the rendezvous and
"fly-around" of SL-1/SL-2 and the trash airlock operations conducted
during Day of Year (DOY) 253, A 16mm movie film to perform an analysis

of crew systems operations was requested.

MDAC-W Support Structure anc Manning Schedules - The support structure

was described in Section T7.2.2 and shown in Figure 7.2-1. The team
working out of CWA No. 6 manned 24 hours a day, seven days a week dur-
ing manned and unmanned phases. Two senior representatives provided
coverage for seven days a week during manned operations (in HOSC during
major crew activity periods and on-call the other times) and a normal
shift, five days a week and on-call on weekends during unmanned opera-
tions. The MSG support team schedule was variable, depending on the
needs of the individual groups. During the manned phase, the Electrical
Pover System (EPS), Structural/Mechanical and Crew Systems support

personnel covered two shifts a day, seven days a week. The

T-1k




Ty, 04 o mem e e
oTe s e

Ny e

7.2.6

knvironmental Control System (ECS), Attitude Pointing and Control
System (APCS), and Instrumentation and Communication (I&C) support
personnel covered three shifts deily while the experiment support

individual covered a single shift 5 days a week. During unmanned

‘mission phases, ECS supported two shifts a day, seven days a week, and

I&C supported one shift a day, seven days a week.

Temporary Duty (TDY) support during the mission varied considerably
from the SL-1/SL-2 period through the SL-4 mission. This was basically
because of two factors: the launch problem activity and a normal learn-
ing curve. Subsequent to the initial launch and meteoroid shield
failure, several individuals were in Huntsville on TDY to aid in
developing solutions to the thermal shield and SAS deployments as well
as program msnagement. During the remainder of the mission, TDY was
generally as shown on Figure T7.2-1 with the exception that two TDY
individuals rotated to cover the I&C and EPS console monitoring until
the middle of the SL-3 mission. Experience gained in CWA No. 6 opera-
tions allowed release of two electrical engineers with subsequent
discontinuance ot the 1&C and EPS TDY. In general, it was viewed pre-
ferable to have individuels on a long term field assignment as opposed
to rotating several individuals to fulfill & requirement. This better

maintained continuity of operations.

Action Request Flow - The method used by the OSM *o satisfy the actions

reques’.cd by the various agencies was as follows: the Action Request
(AR) form was used to document requests initiated by MSFC; and the
FOMR/Mission Action Request (MAR) form was used by FOMR personnel at

Jsc.

T=15
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Any agency requesting information, solutions to problems or recommenda~
tions, documented their reyuest on one of the forms and submitted it to
the OSM at HOSC. After coordination with and approval of the 0.D. the
OSM would then assign the request to the appropriate MSG or groups for
disposition. On some occasions, the contractors were assigned an
action. However, most contractor support was requested through the
MSG, either verbally or written. When an action request was assigned
affecting the OWS, a MDAC-~W action number was assigned to the request
vhich wes transmitted to Huntington Beach by megnafax for disposition.
The response by MDAC~W was then submitted to CWA No. 6. The action
response was reviewed by the senior representatives and coordinated with
the appropriate MSG. Distribution was also made to various MSG's,

MSFC personnel, the OWS Project Office, and MDAC-W Huntsville,
personnel. A log and copy of action requests’ end responses were kept
on record in the CWA No. 6. This overall system is shown on Figure

T.2-4.
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MDAC-W SUPPORT AT HUNTINGTON BEACH

Overview - Mission support activities at Huntington Beach were concen-
trated in the Mission Support Room (MSR), a part of the four-room
complex comprising the Huntington Beach Mission Support Center. The
MSR was the focal point for communications between MDAC-W, Huntington
Beach, and the other Skyiasb (SL) launch and mission support organiza-
tions. Primary support consisted of providing a minimum manring crew
of technology personnel consistent with the mission phase for real

time problem/action item solution. The on-duty crew was responsible
for keeping sbreast of mission activities/anomalies by monitoring crew
and flight director voice loops and through telicphone coordination with
Huntsville Operations Support Center (HOSC), JSC, MDAC-E, etc., and for
providing a coordinated technical position in support of JSC, HOSC, or

internally generated action items.

The Huntington Beach MSR was activated in January, 1973, to support
mission simulations originating at JSC. Continuous support was
provided for the duration of individual simulations and key KSC count-
down activities. Around-the-clock support continued through SL-i
splashdown 08 February 19T4. MSR manning levels during this period
varied in accordance with the requirements of the different mission

phases.

Mission Support Team Definition/Organization - The OWS mission support

team was formed from Skylab OWS technology engineers and OWS program
support organizations to provide an organization capable of monitoring
the mission activity and solving all OWS anomalies/associated action
items during the Skylab mission. Orgenization of the team, including

the person in charge of each functional area, is depicted in Figure

T-18
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T+3.2.1. Personrzl from the various support groups were assigned

to provide real time MSR manning. Figure T.3.2-2 shows

mission support team in relationship to other MDAC-W mission support

organizations.

Summary of Huntington Beach Prelaunch Operations Support

A.

Mission Simulation Support - Mission simulations originating at JSC
were held during thé period of 17 January 1973 through 05 May 1973.
The Huntington Beach MSR was operated in as close to the antici-
pated mission mode as possible. Ground Operational Support System
(GOSS) and flight director voice loops were operational at the out-
set of the mission simulation period and the varicus other items

of MSR equipment were phased in as they becamé operational. The
simulations provided an excellent treaining opportunity to famil-
iarize the mission support team with action item solving and
mission monitoring, and the intent was to utilize as many personnel
as possible. A totel of 23 mission simulations, expending
approximately 4500 man-hours, were supported by the Huntington
Beach mission support team. The overall system for solving action

items and coordinating with HOSC and JSC was developed and improved

during this period.

MDAC-W participation in mission simulations was as follows:

©  Orbital Operations Simulations - 170 Hours
©  Deactivation Simulaticns - 50 Hours
©  Activation Simulations - 25 Hours
© 8L-l First Day Simulations - 90 Hours

OWS action items worked during the simulations were as follows:

T-19
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OWS SYSTEM NO. OF ACTION ITEMS

Instrumentation and Communication (I&C)

- 12
Electrical Power System - N
Environmental Coatrol System (ECS) - 19
Attitude Pointing and Control System (APCS) - 10
Refrigeration System (RS) - 20
Water System - 9
Waste Management System (WMS) - 3
Mechanical Systems - Y
Structures - 9
Crew Systems - 3
Experiments - 2
TOTAL MISSION SIMULATIOli ACTION ITEMS ~ 110

KSC Prelauach Support - Huntington Beach MSR support of KSC pre-
launch activity consisted of providing appropriate technology
personnel in the MSR to éupport specific key KSC prelaunch tests.
For these tesis the voice channels normally us Jd for capcom and
flight director were switched at HOSC to the KSC Operational Inter-
com System (0IS) channels running the test. In this manner the MSR
personnel assigned to support the KSC test could monitor and follow
the test as it progressed. Due to the lack of anomalies during the
major prelaunch tests, very few action items were assigned. The
KSC tests supported were as follows:

1/ 21-24 March 1973
2/ 27 March 1973

Flight Readinesz Test (FRI)

Systems Integration Test (SIT)

3/ 29 March 1973 Launch Vehicle FRT

L/ 27 April 1973 Countdown Demonstration Test (CDDT)
5/ 02 May 1973 CDDT

6/ 14 May 1973 Countdown

In addition to the specific test support noted above, MDAC-W pro-
vided around-the-clock "locator-type" service at Huntington Beach

in support of all KSC OWS operations. This service was used to aid

ooy S o

. -



- 1

f
L i i)

I

- B
e e,

PR

i

B Y

1

t

A - - - PO - R - P . B e T )

in the expediting of replacement hardware required at KSC and for
establishing teleconference setups between MDAC-W personnel at KSC
and various Huntingtcn Beach engineers and management personnel to

discuss technical problems.
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PRECEDING PAGE

Identification and Management of OWS Problems/Action Requeists ~ Figure

f.3.4=1 depicts the overall flow which uction items followed from
origin to completion. 'his section of the report will cover the func-
tions performed and the paperwork utilized within the Huntington Beach
MSR to accomplish the tasks from (A) - (B) on Figurc (.3.hk-1. Action
item initiation was the responsibility of the MOKR Room Captain and he

initiuted action items based upon the following sources:

A. Flight Operations Managerent Room (FUMR) - Mission Action Request

(MAR).

B. HOSC Support Action Center - Orbital Assembly (UBAC-OUA) - Action .

Request (Al),
C. HOSC Conference Work Area (CWA) No. 6 - Action Request.

D. Other ~ ''his category includes MDAC-W management, MDAC/JSC, HOSC

MSG, MSR real time mission monitoring of voice loops.

Regardless of the source, all MSR formal action items were initiated,
and the response documnnted, by the stundard OWS MUR action item form.
After completion of the action item form copies of the action item
would be distributed and the action item log and status board would be

annotated.

‘'ne action item log provided control over action item number issuance

and comprised an index which assisted in retrieving action item infor-

mation subsequent to closeout, 'The action item status board was a

management tool providing a quick-look assessment of current action

items. Color coding was utilized to provide euphasis and easy recogni- -
tion of proximity to the due time, A responsible engineer was

selected for each action item. The responsible engineer selected,
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generally, was the senior system engineer as listed in Figure 7.3.2-1

having cognizance over the componert/subsystem involved. Action items
involving more than one technology were assigned to a senior tech.ical
representative as prime responsiblity for integrating all inputs into

a single response, Action item responses completed by the responsible
engineer were reviewed and approved bty the senior tecanical represen-

tative, OWS Duty Officer, and Room Captain prior to trunsmittal to CWA
No. 6. This review ccle formalized the action item response and

established it as a company position.

Informal responses and telephone conversations not requiring a formal

‘action )tem were documented by using a Dire Response Rernrd (DRR)

form. Completed DRR's were filed with the related action item if one
exisced or in the Rocrm Captain's Log -'nder the dsy of year that the

DRR was written.

Action items involving testing were handled in such a manner tnai theb
test authorization was processed and test results tracked by a separate
system., Two types of tests were utilized in support of MSR action items
(OWS Backup Vehicle and Component Tests). The Mission Support Test
Request (MSTR) was used to authorize, initiate, and document results

of both types of mission support tests.

Summary of Mission Suppert Action Items

A. A total of 1012 action items were assigned during the entire mission.
As a point of interest, the greatest activity in any one day occurred
DOY 135 in which 22 action items were opened and 20 closed out.

Responses to all action items were magnafaxed to MSFC and distributed

to effected pcrsonnel
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Action item distribution by OWS system vs. mission period is pro-

vided in Tedble T.5.5-1.

Action item distribution by initiaiing agency vs. mission period,
[i.e., JSC (FOMR-MAR's), MSFC (HOSC-AR's), or MDAC-W] are provided
in Table T.3.5-2. It should be noted that many of the actions
initiated by MDAC-W were & result of informal requests by the MSFC

MSG's.

Action item distribution by OWS system vs. type of action item are
provided in Table T,3.5-3. Many action items involved more than
one type of action. Action items were classified by placing them
in the category where most of the c¢ffort was concentrated except
that all action items which provided hardware were placed in the
"herdware" category regardless of the amount of effort expended in

the olher categories.

Action ‘ems worked in support of the Skylab mission are typical of

the following examples:

1/ Investigated the meteoroid shield anomaly including an assess-
ment of the effect of high temperatures on OWS equipment and
food, interral insulation, and optimum attitudes for thermal
and electrical control. Also, investigated alternate methods

for thermal control such as derloyable sun shade,

2/ Investigated Solar Array System (SAS) Wing No. 1 deployment
problems including analysis of video tapes to develop procedures

and . srdware required‘%o make the SAS operational.

3/ Reviewed operational documentatiun, such as .activation and

deectivation checklists, command procedures, and flight mission

7-26
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5/

6/

1/

8/

9/

10/

rules, for compatibility with the OWS configuration.

Developed procedures for1 removing ice formation in Wardroom
window cavity allowing continuation of experiment and astronaut

observation activities.

Evaluated wearout of the triangle shoes and provided the

necessary hardware for fly-up on SL-3 and SL-4.

Routinely evaluated Earth Resources Experiment Package (EREP)
pie charts for compatibility with OWS systems. As a result of
this review, it was determined that the OWS insulation out-
gassing temperature limit of 200°F would be exceeded for
extended Z-LV EREP maneuvers. As a result of test data pro-
vided by MDAC-W the outgassing temperature limit was raised to

300°F allowing for increased flexibility in EREP planning.

Evaluated the loss of OWS low-level multiplexer "B" and
identified instrumentation which could be utilized in lieu of

the low-level multiplexer "B" data.

Investigated the Waste Management Compartment (WMC) Hs0 dis=-
penser failure, identified the failure mode, and developed and

shipped spares to KSC for fly-up on the SL-3 command module.

Developed the necessary procedures and hardware reguired to
route experiment M092 vent into the waste tank resulting in a
non-propulsive vent which decreased Thruster Attitude Control

System (TACS) usage.

Developed RS flushing and dual loop operational procedures in

an attempt to alleviate the RS radiator bypass valve anomaly.
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7.3.6.1

racility Description/Evaluction

Mission Support Center

A.

Description - The OWS Mission Support Center consisted of & four
segment interconnected complex plus a separate data room all
located on the east end of the third floor of Building 1l4. Figure
T+.3.6-1 is a sketch of the OWS Mission Support Center showing the

relative position of the varicus areas.

1/ Mission Support Room (MSR) - The MSR was the focal point of
OWS mission support activities and was the normal duty station
during mission support activities for assigned personnel. The
MSR was :rganized as shown in Figure 7.3.6-1. Nineteen direct
support positions were provided, however, the room accommodated
up to 30 persons during high activity periods. Table location

assignments for ncrmal Operations were as follows:

P
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2/

3/

Tables 1 and 2: Room Captain
Mission Operations Representative
Senior Technical Representative
NASA Representative
Duty Officer

Experiments

Tables 3 and 4: Mechanical
Crew Systems
Aero/Thermal

Propulsion

Tables 5 and 6: Electronics

Structures

Flight Yechanics

Historian
Facilities were available in the MSR for display of significant
data (schematics, detailed flight plans, spacecraft panel lay-
outs, photographs, etc.) and storage of mission documentation
and essential support data frequently used during mission

operations.

Secretarial and Access Control Area - This area provided all
facilities and supplies for secretarial support and magnafax

transmitting and receiving capability.

Access to the MSR could only be cbtained through this area and
wags limited to those required for mission support. The Room

Captain had complets authority for access control.

Problem Support Room (PSR) = The PSR was used for mission prob-

lem solving activity when group activities would interfere with

T=33
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L/

5/

normal operaticns of the MSR. The PSR had limited support

facilities in terms of display space, chalkboards, etc.

Viewing Room - This room was utilized for observation of the

OWS mission support activities without interfering with those ;
|

operations. The room accommodated up to 20 people during resak ;

activity periods and was also used as a second Problem Support Room§

Data Room - This room was utilized for storage of mission sup-
port type data (i.e., selected as-run test procedures, design
drawings, real time voice tapes, crew voice transcripts, etc.) i
A Xerox reproduction machine was located here for support of |

OWS mission support activities. i

B. Evaluation - The mission support center was adequately sized and é
arranged to support mission monitoring and problem solving f
activities.

Communications ;

¥

A. Description - Communications within the OWS Mission Support Center i

complex were as follows:

1/

2/

Telephone - Eighteen telephone instruments were installed in i
the OWS Mission Support Center with 1l different extensions.
Thete included two Federal Telephone System (FIS) lines and

four MDAC Type 1 (direct dial) lines.

Magnafax - A magnafax terminal was installed in the secretarial
area vhich provided 24 hours/day sending and receiving capa-
bility. The magnafax was connected to an FIS telephone line

(additional to the two MSR FIS lines).

T-3b
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3/

4/

5/

Televisicn - Commercial color TV sets were located in the MSR
and Viewing Room. These sets were utilized to monitor

commercially broadcast Skylab activities.

Launch Information Exchange Facility (LIEF) Voice Circuits -
Three speakers were installed which were patched into the LIEF
Board at Huntsville. One spesaker broadcast the launch director
loop during KSC prelaunch activities and was switched to the
JSC flight director's loop at launch of SL-l. The second
speaker broadcast the KSC OIS during prelaunch activities
(switchable at HOSC to any of 16 KSC OIS circuits) and was i
switched to the JSC GOSS at launch for monitoring of crew voice ‘
conversation with JSC. The third speaker was used when S-IVB

mission support activities required use of the other two lines :

during SL-2, -3, and -4 launches.

Data Displays - Two Cathode Ray Tube (CRT) data displays were

installed in the MSR. These displays each had a separate key-
board and provided the capability of displaying data in various z
formats from the Data Engineering Tape Library (OWS checkout l
data and user mag tapes supplied by MSFC during the missions).
The two CRT displays were tied to a Timeshare computer so that
both worked independently and simultancously on different 1

tapes., A single hardcopy device was installed in the same area

Fpe T Tennt oy

as the displays and was shared between the two displays. This
device provided a hardcopy of the data being displayed on either
CRT. A single intercom in the same area provided two-wasy
conversations between the MSR and the Data Engineering

Laboratory.

e e T
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6/

T/

Time - Clocks were installed along the north wall as follows:

Ground Elapsed Time (Digital Clock) MSFC/JSC
Greenwich Mean Time (GMT) Local Time
KSC Time

A remotely activated "Beeper" system was established whereby
key personnel were contacted when away from their normal
telephones to assist in solving mission problems/action items.
The MSR part of the system consisted of 30 Beeper units each
with a unique 4 digit code number assigned to key individuals
and a special touch pad telephone. The touch pad telephone
could access a central computer and input a 4 digit code
activating the desired Beeper. In addition, an opersator was
on duty 24 hrs/day at the Beeper facility for voice requests

by regular telephone,

Eveluation - Communications were generally adequate and properly

sized to support mission activities except as noted in the

following:

1/

2/

Due to extremely high activity in the first part of the mission
telephone capacity and arrangement was found to be inadequate,
and the following changes were accomplished: two new extensions
were added to the Problem Support Room (PSR), a single line
speaker phone was added to the Room Captain's position and was

dedicated for use between the MSR and CWA No. 6.

The vast mejority of magnafex activity was transmittal of action
item information between the MSR and HOSC CWA No. 6. A great
deal of time was wasted in this communication loop due to the

slowness of magnafax (6 minutes per page) and due to the fact
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that CWA No. 6 did not have a magnafax machine and all trans-
mittals had to go through the HOSC Administrative Support
Center. The main problems occurred when sending from the i
Huntington Beach MSR to HOSC since an automatic machin:e was

used to receive and often large action items would have to be
sent 2 or 3 times Just to get one readable set of pages. A
manual magnafax machine in CWA No. 6 would have greatly improved

this loop.

3/ As the mission progressed beyond the early stages, very little
Skylab TV was broadcast commercially. For the TV to be
effective on future progrems a data link would have to be

provided to supply real time TV which is received at JSC.

4/ The CRT data displays did not get as much utilization as
expected, One problem with this system was that the data
displayed was generally old. A more desirable system would

have been a real time data link to HOSC,

Mission Support Manning Schedules (Manned/Unmanned) - The quantity and

types of personnel required in the MSR during any particular time period

depended upon the type of mission activity teking place in that time

period. Generally, minimum manning levels were adjusted downward as

the mission progressed r.ud action item activity decreased. The :

following discusses the manning during each mission period.

A.

KSC Prelaunch Operations - The MSR was utilized as a focal point
for Huntington Beach support of XKSC checkout and prelaunch activi- ";
ties, The room was manned by a Locator 24 hrs/day during the last

four nonths prior to launch. On~call personnel were available to be

contacted by the Room Captain/Locator to initiate work on the KSC
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problems. The Locator was replaced by a miscion support team dur-
specific high activity and launch tests. The team consisted of a
Room Captain and the appropriate technology personnel necec<sary to
support each individual test. During normal KSC operations the MSR
vas available for Huntington Beach personnel to monitor KSC tests

on the voice loops.

SL-1 - This period began at approximately T-4 hours and continued

to 8L-2 launch. Manning for this period was per Table 7.3.7-1.

S8L-2, SL-3, ard SL-4 Manned Activation/Deactivation - Manning for

SL-2, SL=-3, and SL-4 activation/deactivation was per Table T.3.7-2.

Normal Manned Orbital Operations (SL~-2, -3, and -4) - This period
consisted of normal manned operations subsequent to the activation
period and stabilization of OWS systems, Minimum MSR manning dur-

ing these periods was per Table T.3.7-3.

Unnmanned Orbitel Operatiors - This period started at the end of the
applicable deactivation period and lasted to the start of the next
activation period. During this period the MSR was menned 24 hrs/day
by a Room Captain. No preplanned design technology manning was
necessary during this period, however, technology representatives
were required to visit the MSR daily to be abreast of mission
activity. Personnel necessary to solve specific mission problems

were called in as necessary,.

Extra Vehicular Activity (EVA) Peviods - A minimum crew was
required consisting of the following: Room Captain, Historian,
Propulsion, Electrical, Mechanical, Aero Thermal, Structures, Crew

Systems,

T-38
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TABLE 7-3-7-1

SL-1 MANNING
POSITION _ MSR DUTY PERIOD
ROOM CAPTAIN CONTINUOUS
MISSION OPERATICNS CO" " INUOUS

EPS
SENIOR SYSTEM ENGINEER
SYSTEM ENGINEER

I&C
SENIOR SYSTEM ENGINEER
SYSTEM ENGINEER

ECS
SENIOR SYSTEM ENGINEER
SYSTEMS ENGINEER

FLIGHT MECHANICS
CONTROL SYSTEM ENGINEER
KINETICS SYSTEM ENGINEER

MECHANICAL
SENIOR SYSTEM ENGINEER
SYSTEM ENGINEER
ORDNANCE ENGINLER

REFRIGERATION
SENIOR SYSTEM ENGINEER
SYSTEM ENGINEER

PROPULSION
SENIOR SYSTEM EI'GINEER
SYSTEM ENGINEER

STRUCTURES
SENIOR SYSTEMS ENGINEER
SYSTEM ENGINEER
SAS DESIGN ENGINEER
METEOROID SHIELD ENGINEER

HISTORIAN

SENIOR TECHNICAL REPRESENTATIVE

OWS DUTY OFFICER
SECRETARY

FIRST 10 HOURS
CONTINUOUS

FIPST 1C HOURS
CONTINUOUS

FIRST 10 HCURS
CONTINUOUS

THROUGH ORBIT STABILIZATION
THROUGI: ORBIT STABILIZATION

FIRST 10 HOURS
CONTINUOUS
THROUGH DEPLOYMENT SEQUENCES

FIRST 10 HOURE
CONTINUOUS

FIRST 10 HCURS
CONTINUOUS

FIRST 10 HOWNw
CONTLNUOIS

FIRST 10 HOURS
FIRST 10 HOURS

CONTINUOUS
CONTINUOUS
CONTINUOUS
6:00 AM TO 7:00 PM DAILY
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TABLE 7030’]"-2

SL-2, SL-3, SL-l4 aCTIVATION/DEACTIVATION MANNING

~ POSITICN MSR_DUTY PERIOD

+J0M CAPTALN CONTINUOUS

MISSION OPERATIORS CONTINUOUS

FLECTRICAL CONTINUOUS

£CS CONTTNUOUS

MECHANICAL/REFRIGERATION CONTINUOUS

CREW S.STEMS CREW AWAKE PERIOD

EXPERIMENTS CONTINUOUS DURING
EXPERIMENT
ACTIVATION/DEACTIVATION

PROPULSION CONTINUOUS

STRUCTURES CONTINUOUS

HISTORIAN CONTINUOUS

SENIOR TECHNICAL REPRESENTATIVE CONTINUOUS

OWS DUTY OFFICER CONTINUOUS

SECRETARY

6:00 AM TO T:00 PM DAILY
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G.

Unplanned Contingency ier:ods -~ On-call personnel were recalled to
MSR by Beeper system (Reference Section 7.3.6 B.7.) as required to

support contingency.
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7.4 CONCLUSICNS AND RECOMMENDATIONS

T.4.1 General - The overall MDAC-W Orbital Workshop (OWS) mission support

activity was conducted per the pre-mission plan. The resultant

support was effective in providing NASA the technical information, test
information, and hardware required to support mission operations. All
actions directed to MDAC-W were completed in & timely fashion with A
responses directed to the appropriate MSFC technical [Mission Support

Group (MSG)] personnel through the MDAC-W MSFC on-site personnel.

T7.4.2 Prelaunch Support - From mid-January, 1973, to Skylab~l (SL-1) lsunch,

around-the-clock "locator type" support was provided at Huntington
Beach in support of KSC checkout and launch preparations. While KSC
support requirements were relatively light compqred to mission support,
several h;;dware support requests were coordinated through the support
room which resulted in expedited handling and shipping of replacement
hardware to KSC. Use of teleconference capability .o allow various
Huntington Beach engineers and management personnel to discuss techni-

cel problems with MDAC-KSC personnel during Huntington beach non-working

hours proved fruitful. As we approached launch and time to solve
problems became more critical, this service received increased activity.
Prelaunch support is concluded to have been adequate as conducted.

T.4.3 Adission Simulations - Pre-mission participation by MDAC-W in the NASA

mission simulatiocns proved beneficial in the development of in-house
operating systems and procedures and in developing communication
channels with the NASA mission support organizations. It is believed
that additional benefits could have been derived from these mission
simulations had (1) NASA real time data processing and data handling
been included as a part of the simulations, and (2) MDAC-W been per-

mitted to participate more actively in the simulation debriefings.
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Mission Support Organization ané Manning - The OWS mission support team

inciuded members from all program support organizations and was formed
to assure an integrated and total response to all launch and mission
support demands. This team concept proved effective for dealing with
all mission support problems by broviding technical support, test sup-
port and hardware development. support. Huntington Beach mission
support was provided around-the-clock for the entire mission period.
Manning levels in the MSR varied dependent upon mission periods and
level of activity. The manning levels were adequate to support the
NASA requirements in & timely manner. Meking “on-call" assignments
and use of radio controlled paging systems proved very effective in
contaciing personnel during off-duty hours. Integration of key MDAC
launch and support personnel into the uission suppor. team proved
beneficial to the mission support activity and helped to maintain the

capability for a backup leunck should this have been required.

Mission Support Facilities - The facilities at Huntington Beach as

described in Section 7.3 wevre utilized to their fullest capability and
proved to be a significant factor in the overall capability to provide
effective support. Of significant importance were the flight director
and crew real time voice transmission loops which provided the capa-
bility to maintain cognizance of mission progress and problems.

The magnafax machine traffic was very heavy and quite often caused delay
of required information due to slowness of tiransmission (six minutes
per page). Higher speed transmission equipment is strangly recommended.
The presence ¢f a magnarax station in Conference Work Area (CWA) No. 6
at the Huntsville Operations Support Center (HOSC) would have proved
beneficiul, especially during high activity periods when the HOSC

central machine was busy or unattended in the automatic mode causing a
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requirement for re-transmission of many pages due to "page-splitting"

or other transmission problems.

The lack of real time data at Huntington Beach diluted the capability
of the technical people to provide thorough and timely response to many
problems. Telephone communication of real time data from MSFC helped
to fill this gap but expediting of hard data (data tapes, etc.) through
normal system and transportation channels was ineffective in supporting
real time problems. The delay for this data was normally T to 10 days
making it useful only for long term mission evaluation. A real time
data source, Mission Operations Planning System (MOPS) terminal or

equivalent, would have proved beneficial.

Action Item Assignment, Tracking, and Response - A total of 1012 action

items were assigned to the OWS mission suppert team with responses to
all actions provided to the MSFC in a timely manner as required to
support the on-going mission operations. These actions involved the
following type of activity:
150 Hardware Delivery Actions
68 Component Test Support Actions
27 OWS Backup Test Support Actions
54 Engineering Information Actions
88 Crew Procedures Actions

625 Engineering Analysis Actions
1012 Total OWS Mission Support Actions

The MDAC mission support action item system for 2ssignment, tracking,
and responding to mission support requirements was basically sound and
remained intact throughout the mission. This system provided the
necessary integration, tracking, and management surveillance to maxi-
mize timeliness and quality of action item responses, During the early

mission period, the action item traffic was so heavy that both timeliness
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and quality of some action item responses was less than desired.
Additional resources and time (neither of which were practical) may
have alleviated this problem. In many cases a better definition of
the problem would have been beneficial but was difficult to obtain
because of the same heavy workload burden on the NASA personnel at MSFC
and JSC. A more formal NASA (both MSFC and JSC) feedback system to
document the final disposition of action items {Mission Action
Requests (MAR's), Action Requests (AR's), and OWS Action Items (AI's)]
would have proved beneficial. Quite often we wouldrlearn of problem
disposition by monitoring crew voice or flight director loops, reading
crew transcripts, or through direct requests through MSFC of JSC

mission support group personnel.

Maintaining a good action item index and tracking system was difficult
during the early mission period as many related actiorswere assigned

new action item numbers with no reference to previous actions address-
ing similar esctivity. This was generally corrected by greater use of

action item dash numbers to group related actiors.

Hardware and Test Support - The inclusion of manufacturing operations

and the various MDAC test support organizations as part of the OWS
mission support team and the assignment and control of hardware and
test support activity through the basic mission support action assign-
ment system proved very effective. Hardware and test activitics were
accomplished in concert with mission support requirements and were
provided in a timely manner. Delivery and control of MDAC hardware to
MSFC during the early mission period caused some problems. A system
for single point (one individual) delivery and control was established

and alleviated many of the problems,
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T.4.8

MDAC-W In-Site Support at MSFC - The general approach used by NASA/MSFC

and supported by MDAC-W to provide mission support at MSFC was sound
and worked. Shortly after the initial launch, however, the need for
operational improvements became evident and a series of changes were
implemented. The most notable of these were: (1) a substantial
increase in level of attention to real time mo:xitoring of systems via
data display consoles in the HOSC and establishment of plans and
criteria for collecting and evaluating data (coasoles were monitored
on a 24-hour & day basis rather than the before-launch plan of 8 hours
a day), and (2) & substantial increase in the numbers of personnel and
the technical depth of talent required real time in the HOSC,
including the establishment of an Operations Director and Senior
Operations Director to act as both technical and operational management

for all HOSC resources.,

The assignment by the MSG leaders of some MDAC-W support engineers to
console monitoring positions diverted their attention from technical
coordination of OWS actions and responses. Tt is believed that the
on-site MDAC-W support personnel could have provided better support in
the coordinstion role. To accommodate this would have required

additional personnel for assignment to the console positions.

In the action item system the contractor was excluded from direct action

item response requirements other than as & support role when requested
by the 1SG. While MDAC-W chose to respond to all actions affecting the
OWS, this was not true for all contractors. Action item submittal
utilization was thus the perogative of the MSG, It is believed

that the prime contractors could huve been of greater service if
utilized more directly in the actién response system and given

the opportunity to review responses affecting their systems.
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Major technical discussions were often c;rried out on the Operations
Director (OD) networks or Flight Operations Managemea’ Room (FOMR)
loops without the contractor, and the contractor was not involved
unless they were called into the Support Action Center - Orbital
Assembly (SAC-OA) room to participate. In addition, the coutractors
home facility was rarely tied into a conference lcop. This exclusion
occasipnally resulted in incomplete information being related on a
particular question. It is believed, in the future, that better
contractor support can be realized by inclusion in acticn discussed

teleconferences and meetings.

The CWA No. 6 was generally inadequate. The size was too small to
fully accommodate supporting material, work areas to ley out drawings
and discuss problems, as well as monitor voice and data loops. Each
contractor should have a two-room complex with at least three times
the square footage of area. One room should house & library with
pertinent data, handbooks, procedures, etc., to support problem eval-
uation, while the other room should be utilized strictly for voice
monitoring and teleconferences. The data room should have microfilm
drawing tile and printer along with an Long .istance Xerox (LDX)
machine. The absence of drawings within HOSC often placed an
unnecessary burden on personnel to drive the one mile to the MDAC-W
office at MSFC, locate the microfilm and print a drawing. The avail-
able phone lines were often busy and difficult for incoming callers.
A phone with a rotary of four numbers would nave greatly relieved the
congestion.,

The volume of data and magnitude of the dat: handling and processing

systems for Skylab were probably under estimated. The differences and
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changes from the Apollo systems are much more profound in the areas of
data reduction and analysis than in the ¢display and monitoring of the

real time data,

Problems were encountered in the processed All Digital Data Tape (ADDT)
data during simulations conducted before liftoff which caused a very
low confidence level in this data system. However, many of these prob-
lems were resolved during the mission such that "erroneous data"

became the exception rather than the rule. Using relatively new
"state of tre art" techniques like the zero order prediction at the
remote Spaceflight Tracking and Data Network (STDN) sites added to the
already complicaced, complex system. -Although the data compaction that
wvas actually achieved was not what was expected, the Skylab Jata system
performance should form a good bhasis for further investigation ani
studies. The development of the Auto Scan Program to assist the
systems engineers in spotting and analyzing anomalies were rendered
almost useless by the lack of confidence in the ADDT data. Perhaps the
overvhelming tssl. of processing the Skylab data could have been per-
formed with more cornfidence if more systems checkout time could have

been allowed or if the burden were shared with each module contractor.
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SECTION 8 - NEW TECHNOLOGY

The Skylsb (SL)-Orbital Workshop (OWS) evoclved from the Saturn S-IV/S-IVB, the

Manned Orbital Laboartory (MOL), and the Gemini and Mercury programs over a time

span of fifteen years. A considersble amount of new technology has been developed

during this time which is applicable to current and future serospace programs and

to the commercial sector of the USA economy. These new technologies include patent

disclosures, hardware with associated test and operational data, and design fabri-

cation, test, checkout and/or mission support computer programs. These items can

be applied as currently established or can provide a cost effective basis for con-

version to the desired configuration.

8.1

8.1.1

8.1.2

AEROSPACE APPLICATIONS
The applicable new technologies will be identified in the following two

sections: Patent Disclosure Listing and Hardwvare and Design Concepts.

New Technology Patent Disclosures - MDAC~W, under the provisions of the

New Technology Clause, made 104 New Technology disclosures during the
years 1969 through 19Thk. Table 8.1.1-1 is a tabulation of these dis-
closures., All new technology reports received by NASA are reviewed and
those having commerciel potential are disseminated to all sectors of the
U.S. industry by NASA. As noted in the tabulation, NASA has filed Patent
Applications on some of the items. ©Six items have been filed for patent

by NASA and 22 items are of notable use.

Applicable Hardware and Design Approaches - The OWS design represents a

state-of-the~art which resulted from an evolution of manned spacecraft
technology from the early days of the Meréury and Gemini designs, con-
tinuing through the giant step taken by the Apollo program, then through
the further improvements necessary to sustain long duration manned space
missions required by the Skylel progranm.
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OWS design is composed of several phases of technological development:

A. Existing flight-qualified hardware subsystems from the Gemini

program.

B. Apollo-era technology uprated in several areas to accommodate

the extended duration cf zero-g flight conditions.

C. DNev systems developed to accommodate needs not previously ex-

perienced representing current stace-of-the-art.

Several of the technology advancements are, in part, due to the large
volume within the habitable quarters of the spacecraft. Sufficient
room is available for the design of individual sleeping quarters, a
vardroom for preparing and eating meals, a waste management compartment,
and an entertainment center. All are separate from the area designated

for conducting experiments.

The following OWS systems provide a reservoir of hardware, operational
use data and analysis/design approaches which can provide cost effective

solutions for current and/or future manned/unmanned spacecraft.

Electrical Power System (EPS) - The OWS power source consists of approxi-
mately 1,200 ft2 (111.5 m2) of solar cells. Mission duration and redundancy
requirements precluded the use of fuel cells, the prime power supply for
Apollo. Under normal operating conditions the workshop arrays supply

power to the Multiple Docking Adaptzr, Airlcck Module, and Orbital Workshop;
the Apollo Telescope Mount arrays supply power for the experiments and
control system located in that mount only. In addition, bidirectional power
transfer capability is provided by means of transfer busses to allow either

array system to power the entire Skyladb cluster.

The OWS Solar Array System (Figure 8.1.2-1) consists of externally mounted
and deployable wing assemblies which unfold after insertion into orbit to
expose the solar panels to sunlight. The sun side of the solar array is
covered by 1u47,840 solar cells connected in series to satisfy the voltage
requirements, and in parallel to satisfy the current and power requirements.
These cell-groups are combined into mcdules and panels. Modules are
connected electrically in 8 groups and located on the wings in a specified
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pattern to compensate for the effects of potential shadows and variations
in array temperature, This technique helps maintain a balance in the use
of the power conditioning groups, thus equalizing the life of the numerous
onboard batteries. The average available power from the array during the
sunlight portion of the orbit is approximately 10,500 watts while in the
solar inertial mode. However, due to the day/night operation, vehicle
orientation, and system efficiency, the power output capability is
approximately 3,750 watts. The mechanical and electrical buildup of the
system to maintain redundancy and to minimize the impact of single point
failures is a unique design feature which was beyond the state-of-the-art

at the time the preliminary designs were initiated.

Refrigeration System - To provide freezers and chillers for food, water,

and urine for the extended stay in orbit, an active refrigeration system

was required (Figure 8.1.2-2). The simpler thermal control system used

in earlier manned spacecraft could not provide the low temperatures desired,
the redundancy or duration required for the Skylab mission. The refrigera-
tion system consists of a circulating single phase liquid coolant (Coolanol),
a large radiator, and a phase changing wax compound heat sink (Undecane)
which acts as a thermal capacitor. The radiator is sized to provide an
energy rejection rate to space equal to the average OWS excess energy load.
The peak energy demands are satisfied by the thermal capacitors which

absorb excess thermal energy during the daytime orbital pass.

Film Vault - The large amount of highly sensitive photographic film required
for the Skylab mission resulted in a unique design problem. Return of the
film to the ground was limited to the scheduled deorbiting of the Command
Module and crew, necessitating a relatively long storage period. The high
radiation levels encountered at the Skylab orbital altitude dictated an
extreme shielding requirement, consisting of a thick-walled aluminum vault
approximately 15 ft3 {.42 m3) in volume (Fig. 8.1.2-3)., To protect the
packaged film magazine/cassettes from damage due to moisture, special
desiccant salt packs are stowed in the film vault. These salt packs are
calibrated to maintain a relative humidity of approximately 45 percent
throughout the mission duration. The shielding requirement resulted in a
vailt weighing about 3,000 pounds. This large concentrated weight required

8-11
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significant structural support to accommodate the loads encountered
during lsasunch,

Vehicle Attitude Control System - The Skylab represents the largest
spacecraft ever placed in Earth orbit, the Orbital Workshop "laboratory"
alone being about 50 times larger than the Apollo capsule. Relative to
past manned spacecraft, the physical size of this vehicle imposed require-
ments vwhich are unique. Accurately controlling and mareuvering this 100-
ton (90.718 kg) space station, and maintaining a comfortable environment

throughout the entire volume presented chellenging design considerations.

During the eight-month coast period the Skylab was required to accurately
point the telescopes in the Apollo Telescope Mount experiment package to
desired locations on the solar disc, as well as to provide three-axis
attitude control and maneuverability., To satisfy these rigid requirements
a dual control system was designed, consisting of control moment gyros

for the prime moment source and supplemental reaction control thrusters.

The supplemental system (i.e., the OWS Thruster Attitude Control Svstem)
consists of a non-contaminating, gaseous nitrogen blow-down system which
provides primary control of the cluster until the control moment gyros are
spun-up (Figure 8.1.2-4)., The nominal pressure in the 2” nitrogen spheres
at liftoff is 3,100 psi (2.137 x 10T N/m2). This system provides supple-
mental control for control mcment gyros desaturation, for maneuvers, and
for docking transients. Components of the system were designed for rapid
response (minimum impulse bits) and extremely low leakage by use o} all

brazed Joints in the high pressure part of the system to provide maximum
orbital capability.

Environmental Control System (ECS) - The ECS for the Skylab cluster provides
atmospheric gus composition, pressure and temperature control, electronics
equipment thermal control, atmosphere contaminant control, and crew compart-

ment radient thermal environmental control (Figure 8.1.2-5). The atmos-

pheric gas composition for the Skyleb has a dual gas system (02/N2). An
enriched oxygen atmosphere is used in the Skylab resulting in a partial pres-
sure of approximately 3.6 psi (28 x 103 N/m2) of oxygen and 1.k4 psi
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(11 x lO3 N/me) of nitrogen. Atmosphere heating is uccomplished
using electric heaters in the Orbital Workshop. The atmosphere is

cooled by heat exchangers in the Airlock Module.

Odor and trace gas removal is accomplished by a molecular sieve/

charcoal cannister system.

The primary vehicle thermal control system relies on the extensive

use of passive thermal control coatings such as gold tape/foil and
various paints and paint patterns. Local thermal control to preciude
condensation is provided by a system of heat pipes. A unique feature
of the Orbital Workshop is a large multilayer insulation blanket on
the forward dome which used a ground purge and environmental system to

maintain the insulavion free of moisture until launch.

Living Quarters - As opposed to being a basic transportation vehicle,
the Skylab was designed to provide the conveniences of a long duration
habitable spacecraft. It was designed to include a kitchen, three
bedrooms, bathroom, and two levels of laboratory work spe.:r. It also
provides a volume of sufficient size to allow considerable mobility

by the crew, which in itself created unique design problems.

Personal Hygiene - Skylab personal hygiene equipment provides for the
maintenance of skin health, personal cleanliness, grooming, &nd the
collection and disposal of bocdr particulate matter, This equ.pment is
unique in that it provides many more items than previous manned spacecraft,

and allows the crew more privacy in a more near Earth-type facility.

The Skylab personal hygiene system (Figure 8.1.2-6) includes common
equipment such as tissues, wipes, towels, washcloths, mirrors and trash
bags; also individual equipment (for each individual astronaut) such as
tooth brushes, combs, shaving eouipment, etc. Other unique hardware for
crew hygiene includes a whole-body shower, which uses a vacuum arrangement
to contain the water in a zero-g environment, warm water dispenser, and

washcloth and cowel drying equipment.
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Water System - Water for the entire eight-month mission is stowed in
tanks aboard the Orbital Workshop prior tc liftoff. Approximately 6,000
1bs (2721 kg) of water was available through the water system (Figure
8.1.2-T7) for drinking and personal hygiene, including allowance for each

crewvman to take a weekly warm-water shower.

Three independent and isolated water distribution systems were utilized
(potable, personal hygiene, and urine flush). For biomedical purposes,
a highly accurate dispensing system was designed for measurement of the

potable water.

Ten identical water tanks with pressurized nitrogen gas expulsion bellows

provides sufficient water pressure throughout the Orbital Workshop-

An iodine monitoring and injection system has been designed tc maintain
the proper biocide level throughout the entire mission. To ensure the
health of the crew an iodine level of 2.0 to 6.0 ppm is maintained. This
level ir well above biocide levels found in the average metropolitan water

supply system.

Waste Management System - 'This system is omposed of several subsystems
Jesigned to provide for collection, storage and/or disposal of body waste

and Jebris (Figure 8.1.7-8). The OWS concept utilized the existing

3-IVB oxidizer tank by converting it into a 2800 ft3 (19.27 m3) vented waste
tank. The tank was separated into compartments for solid, liquid and gaseous
wastes with stainless steel screen material capable of filtering to a
particle size of 10 microns absolute. In so doing, the capability was
obtained for hnlding all sclid waste products on board that were generated
during the missioan; thus assuring the contaminate-free environment required
to accommodate sensitive optical and atmospheric experiments. The

sanitary colleccion of urine, feces, and vomitus, preciuding cross con-

8.21
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tamination between crewmen's specimens, and the preparation for return
of samples to Eerth presented unique design problems. A gas-flow system
used in the waste collector and processor assists in the collection of
urine (Figure 8.1.2-2), which is then subjected to a centrifugal
separation of urine and gas. Urine samples are extracted every 24 hours
and frozen in preparation for subsequent analysis. A "thermal wax"
(Dodecane) is r~ontained in the bottom compartment of the urine sample
trays, providing needed temperature control to prevent thawing during
return to Earth in the Command Module. Feces and vomit are dried using

heat snd vacuum prior to stowage.

A vacuum cleaner module is provided for collection of loose waste through-
out the Orbital Workshop. A debris bag is used in the normal vacuum
cleaner marner. These bags are subsequently sealed, and are disposed in
the vaste {LOX) tank through the Trash Airlock. The waste tank also
serves as a repository for residual urine trash bags, solid wastes (food
cans, wipes, etc.) and liquid wastes (wash water, activation water, etc.).
In addition to the Trash Airlock there is a port through the bulkhead to
accommodate gas dumps (fecuai dryer) and a heated probe to serve as a

secondary system for urine disposal.

Data Transmittal for European Spacelab Project -~ In response to a request
from the NASA data on OWS material and equipment which could be applicable
to the European Spacelab project was transmitted to the NASA/MSFC by
MDAC-W Letters A3-850-AZCS5-LW-1201 (September 10, 1973) and
A3-250-AZC5-LW-1216 (3September 21, 1973).

OTHER APPLICATIONS

Areas in the commercial sector of the economy along with the technology
which will have application will be identified in the following material.

8..22
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8.2.1

Electronic/Electrical - A considerable amount of new electronic/

electrical technology has been developed that has direct potential

utilization to current areas of interest.

Solar Array Systems - With the energy crisis all possible energy
sources have to be explored and the sun is a real candidate. One
possible use would be the conversion of the sun's energy, through

the use of large solar array farms, intc electrical power. The Skylab
solutions in the following technology areas provide the initiai step
towards producing a feasible, cost effective earth bound solar con-

version system.

o N-on-P silicon cell construction

0 Minimization of shadowing effects through cell interconnection
techniques and diode isolation

Passive thermal control

Super-flex cable construction

Manufacturing panel repair techniques at the a-sembly level

Fault isolation capability through development of Dark EI tests

O 0 0 OO ©°o

Correlation of solar versus pulsed xenon performance

General Illumination Light - There are many non-aerospace areas that
wiil benefit from the Skylab technology identified in the following:
Shatterproof bulb
Low power consumption (12 watts)
Fast starting

Easy removal (one-hand operation in zero-g)

High illumination efficiency (mercury-vapor)
Long life capability [tested t0 10,000 hrs(3.6 x 108 sec)and?,750 start cycles]
Operates from O to 26 psia(0 to 1.792 x 105 N/m2).

o
o

o]

o

o Vibration/shock protected
o

o

o

o Not affected by 100% oxygen atmosphere or 100% relative humidity
o

EMI suppression design

These areas include hospital special treatment and surgery facilities,
mines, undersea operations, manufacturing operations that utilize hazardous

gases, etc,

8-24



8.2.2

Overall Electrical Hardware Construction - The Skylab techniques
that evolved out of the program can have direct benefit to commercial
interests in the four following areas:

o Flammability and outgassing control
Placma arc coating of electronic modules
Sectionalized cable troughs
Non-flammable wire harness "boots"

o Crew hazard prevention
Touch temperature control on display panels
Hazard bonding
Teflon coating of meter faces and lenses
Explosicn proof connectors
Guards arournd switches and circuit breakers
Eliminatior of sharp edges

o Elimination of electromagnecic interference
Single point grounding sys:em
RF filters
Physical separation of system functions (e.g., power, signal, etc.)
Shielding

o System reliability
Redundancy
Interchangeability
Lightning protectioa
Component /wire dersting
Transient protection
Specialized thermal screening

Fireproof Materials ~ MSFC Specification 111 forced an extension of the

"state-of-the-art" in production and fabricaiion of fire resistant
materials, Many of these have potential application in industrial and
consumer utilization.

Non-Flammable Fiberboard - This material is similar to ordinary corregated

cardboard. It is light and easily fabricated but will not support com-

bustion. Potential applications are: -
0 Record storage boxes

o Facing materials for rigid foam (flammable and non-flammable)

o Storage boxes for use in hazardouz environments
o

Trash containers for flammable materia.s
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8.2.4

Fluorel Moldings and Coatings - Moldings and coatings of non-
flammable fluorel were used extensively on the Skylab program.

Design and fabrication knowledge gained can be utilized in industrial
and consumer applications. Spray coatings of flammable materials
would be a major utilization in such applications as commercial air-

craft and other transportation modes.

Armalon Fabric Fabricetion -~ The extensive use of non-flammable
armalon, a teflon coated fiberglass fabric in the Skylab program
resulted in a wealth of fabrication technology. Utilization of this
technology in industrial and consumer applications could make armalon
a cost effective fabric for applications requiring a non-flammable
material.

Zero Gravity Restraint Equipment - The zero gravity environment of

Skylab is quite similar to the buoyant environment found in the
developing field of underwater technology and habitation. The problem
of restraining a crewman to perform a task in zero gravity is the same
as for a diver performing a task while submerged. In fact, the prime
method of simulating zero gravity, in order to test and develop hardware
for spaceflight, is the use of neutrel buoyancy test facilities. The
de.ign technology an« equipment developed on Skylab can be directly
utilized in its counterpart underwater programs, which it is anticipated
will grow as undersea mining, oil exploration and farming of the sea

activities increase.

Structural Technology - A considerable amount of expertise in the

structural technology hes been developed and is applicable in the

following commercial areas:

o Design and fabrication of large and small pressure vessels of
varjious shapes and materials for use in industrial application
for gas or liquid storage. Includes insulati.a systems and testing.

0 Development cf commercial type of isogrid structure for use in
industry for trusses, stiffened panels, open torque boxes, shells,
and beams. This structure could be used in ship building, all
types of vehicles, bridges, buildings, and many other applications
for low weight/high strength and reduced assembly time.
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o Handling, transportation, erection, and maintenance equipment
design for systems requiring special care and support.

o Design and fabrication of environmental storage systems for
industrial use. This could apply for many commercial products
where controlled conditions are required for long time periods.

o0 Structural system design analysis and synthesis including tradeoffs,
documentation, and recommendations. This would be applicable to
many i.dustries concerned with pollution, transportation and the energy
crisis.

o Structural static and dynamic engineering and testing of industrial
components, subassemblies, and assemblies, MDAC-W Hurtington Beach
structures and space test labs can provide this service to many industries
who normally subcontract for their testing.

o Design, fabrication and test of Skylab type optical window for possible

industrial use.

8.2.5 Fire Detection, Prevention and Suppression - The fire detection and

warning technology developed for the Skylab could very well be used

in various industrial, computer and commercial applications. The
general area of fire prevention was treated as a system engineering
problem in the OWS and the same techniques are applicable to many
terrestrial and naval situations. The basic technique is identification
of ignition sources and combustibles by location and concentration

and providing proper shielding for both, the elimination of propagation

paths, and the identification by modeling of catastrophic situations.

The prevention analysis is directly applicable io developing the re-
quired equipment and procedures to suppress a fire. MDC G2190-P,
Criteria and Tolerances for Determining Responses to Orbital Fires,

is an example of this technique.

8.2.6 Biocide Wipes ~ The biocide wipes developed for the Skylab program

have been qualified for a long time storage life and have proven not

to deteriorate at elevated temperatures. The pre-moistened wipes
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are sealed in a film package and have 5900 ppm available iodine.
These wipes would be usable in first aid kits and for various

operations where microbacterial contamination needs to be removed.

Thermal Mechanical - With the energy crisis, solar energy and energy

conservation are two areas of activity where Skylab technology can

be applied. The analysis and design techniques developed for the
Skylab refrigeration system with regard to heat rejection to space

via a radiator surface can be applied to collecting heat from the

sun in a solar heating system. In addition the insulation design
techniques for the radiator, freezers and plumbing developed on

Skylab could be used to optimize terrestrial heating and/or cooling
systems to minimize the loss or gain of heat in a system, thus conserv-

ing energy.

Potable Water Sterilization - Providing a large quantity of high grade

potable water in pre-sterilized OWS flight tanks for long duration
storage led to the development of a mobile item of ground support
equipment referred to as the DSV-T-312 water sterilizaetion and checkout
kit. This equipment was capable of receiv.ng water from any source

and processing it through organic contamination filtration, deionization
and microscopic filtration and biocide treatment. It also had the
capability of providing steam for self-sterilization as well as steriliz-
ing an external spacecraft system and also contained an autoclave.

A possible non-aerospace application of this development could be a
smaller, compact, portable piece of equipment which could be transported
by truck, plane, helicopter, boat, etc., into remote areas or disaster
areas (or battlefields) for any immediate temporary supply of not only

potable water but a source of sterilization for emerge:ncy operating rooms.

Noise Control - Acoustic insulation techniques applied to noise producing

rotating equipment such as fans, blowers and pumps to minimize noise output
are applicable to industrial and consumer use,
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8.2.10 Pneumatic Valve Design

8.2.11

A. Pneumatic Valve Performance Simulation Computer Program - Due to
specific response and reaction problems encountered in the
development of the series/parallel valve cluster in the Thruster
Attitude Control System, a computer program was developed to pro-
vide a simulation of all valve functions. This program was
successfully used to isolate response problems, valve interactions,

and to optimize component development.

The program is readily adaptable to accomplish these items on many
types of pneumatic valves in single, parallel, series and redundant
ccembinations.

B. Redundant Mechanical (Pneumatic) Actuator - To provide high
reliability actuation of the OWS waste tank vents, s redundant
pneumatic actuation system was developed. This mechanism would be
applicable to any similar ap;.ication where a position one-shot
operation is desired (the mechanism can be manually re-set for

multiple operations).

Product Safety Evaluation -~ Skylab Documentation Techniques present

some record formats that can be used for product safety evaluation by

commercial hardware manufacturers.

0 Test and Assessment Document - This type document presents a
perfect display for comparison of hardware design requirements
to test environments to actuel environments. Failure to design
and/or test for an environment could result in product failure

with resultant user injury.
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SECTION 9 - CONCLUSIONS AND RECOMMENDATIONS

9.1 MISSION PERFORMANCE - This section is a narrative discussion of the
mission performance of each Orbital Workshop (OWS) system with emphasis
on performance that was apbove and below nominal. Included in this sec-
tion are recommendations for future systems. In general, itT more
deteil is desired the reader can refer to SECTION 2 - SYSTEM DESIGN AND_

PERFORMANCE.

9.1.1 Structural System — The basic shell structures [forward skirt, aft

skirt, Habitation Area (HA), and aft interstage] withs’ cod critical
launch and ascent loadings without any problems. The failure of the
Meteoroid Shield (MS) and Sclar Array System (SAS) Wing No. 2 during
ascent did not affect structural shell performance although their
failures introduced some unexpected load conditions and subsequent
orbital activation problems. The failures did suggest that built-in
restraints be considered ror Extravehicular Activity (EVA) to certain
areas on new space vehicle shell design, especially for access to
deployment mechenisms. Planned manual deployment of external mechan-
isms in lieu of automatic deployment may prove to be design and cost
effective for future manned spacecraf't. At least, restraints should

be considered in development of contingency plans.

With no MS, thn design limit temperatures for some materials were
exceeded., Although the bonded phenolic discs on the interior insula-
tion had a lesser load carrying capability, adequate margin existed
for orbital conditions. The Lefkoweld adhesive for insulation saw
200°T but no debonding was reported by the crew, This type of tonded
initallation should be sericusly considered for future systems which

require internal insulation.

9-1
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The aft structure performed as predicted. The Thruster Attitude
Control System (TACS) and Refrigeration System (RS) components mounted
thereon functioned properly after experiencing the critical launch

dynamic load environment. The S-II/OWS separatior was nominal.

The HA leak rate was much better then the 5 1lbs/day (2.3 kg/day) allo-
cation [epproximately 2 1lbs/dey (.9 kg/day) was experienced for the
cntirce Saturn Workshop (SWS)] indicating good sealing on all tank
penetration leak sources. Seals developed and sealing methods used on

OWS should be considered on future space venicles.

The Wardroom window had an ice spot form on the inner surf.ce of the
outer glazing prior to activation. It was cleared by evacuating the
cavity between panes by the Skylab-3 (SL-3) crew. The first evacua-
tion through the anti-solar Scientific Airlock (SAL) vacuum outlet
utilized on-board nardware plus hardware taken up by the SL-3 crew,
and was followed by a backfill with air through the SAL desiccant
canister. Ice reappeared and subsequent evacuations left the cavity
locked up with a vacuum without backfilling through the SAL. Ice
continued to form in the window cavity which required periodic evacua-
tions by the crews. Crew comments on the window were good with a
desire for more and larger windows. The window construc:ion f2~pane)
proved structurally sound and it was not contaminated from outgassing
of pane seals. Therefore, its use for visual observation and as a
photographic aid was good. In future spacecraft, winaows should be
established early in the design phase so that optimization can occur
between window size and structural support design. The 18-inch

(45.7 em) clear pane used was the optimum as a modification to an

existing S-IVB shell. An improved technique should be developed to
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control the environment beliwee the glass panes to prever: ice or

fogging.

The entry hatch was used for 9 EVA's without any functional or leakage
problems. During the pressurization cycles prior to habitalion, OWS
pressure was bleeding into the Airlock Module (AM). The SL-2 crew
made make-shift flapper valves with mosite and tape on the OWS side of
the hatch check va'ves. Leakage to the AM did not occur again after

initial hatch opening anc¢ installestion of the make-shift valves.

The S:7's functioned properly with no leakage or malfunctions reported.
The JSC parasol was in the solar SAL through the entire Skylab mission.
The airlocks proved to be flexible in usage and as & result suggests
that additional airlocks of larger sizes could create multiple uses.
In addition to experiment use, they might be con.idered usable for
deployment or for contingency repair and meintenance exterral to the

spacecraft.

Performance of internal structures (floors, water bottle and stowage
conteiner support, fasteners, walls, etc.; could only be measured by
crew comments. Structurully, there were no failures as a result of
the boost phase of flight. Some recommendatinns would be to design
the floor and walls into integrsl closet/bookcase typ: structures,
standardize fasteners used by astronauts, increase grid size in .Jloor
with larger corner radii for handhold use, and give more consideration

to contingency repai. of functioning systems.

Dome and forward compartment h...dholds and handrails were used occe-
sionally for stability, orieutation, and translation when carrying
eguipment, The handhold located near the Sil's were not .sed. The

fecal collector handholds were used extensively as rwre handrails in
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in the Waste Management Compartment (WMC) ceiling sud at the hand
washer/washcloth squeezer module. No handhold’/nanarail prcblems,
nalfunctions or failures were noted. Future programs should incc. -

porate more hand restrcints into eguipment design.

Light duty foot restraints in the Wardroom and WMC provided adequate
restraint when used as intended, i.e., with bare, stocking, or soft
slippered feet. The crew rated the Pressure Garment Assembly (PGA)
foot restraint as excellent and irdispensible during EVA activities.
The triangle shoes, used (xtensively, were most useful and versatile
restraints. This was also true for their use with the water tank foot
platform, Cc..-._ cleats in place of the triangles tendad to slip out
c~ h in tue grid. The triangle shoes were subject to toe sbrasjon
which ;as caused by astronaut dragging one foot or the other. Tape
was used tc reinforce worn areas on SL-2, Fluorel toe caps were flown
up on SL-3, and sparz uppers were flown up on SL-4., Future missions

<" suld have well constructed universal foot restraints suitably con-

‘ucted 1or on-orbit use.

The Fireman'‘s Pole wes used to goo” advantage during activation on
SL-3 and ~4 with no problems rzported. It was removed after activa-
tior. Su:n a device is recommended for future large volume space

vehicles for transfor of bulky items.

Food table restraints, thigh anl foot, provided effective means for
relexed restraint. The triangie cutouts for the triangle shoe were
overcize causing some interface rroblem, Fu*ure missions might need
only cae restraint - a larger contact thigh restraint or just a foot
restraint. Lower 22g restraints, vsed at ring lockers to instail the

condensate *tank on forward dome, Jorked satisfactorily. Portable
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handholds and tethers were not used because the open grid provided
inherent handhols end tether attach point capability. The adjustable
tethers worked relatively well but did not provide the stability

afforded by the Fireman's Pole.

Meteoroid Shield (MS) - MS failure occurred at approximately 63 seconds

after launch, The film vauit accelerometer indicated an onset of vi-
bration just prior to 63 seconds foliowed by temperature mesas:rement
losses; ordnance breskwire sepsration, and SAS Wing No. 2 tiedown
failure. Other than the lcss of SAS Wing No. 2 electrical power, and
SAL (volar side) experiment capability, no other functional system
failures were caused by the loss of the MS. No meteoroid hits
resulting in HA pressure loss occurred during full mission duration;
however, =lectrical power monitoring and thermal control was afiected
by the MS anomaly. Future spacecraft should attempt to avoid use of
thin shell ceployable shields.

Thermal Control System (TCS) - All components of the active thermal

control subsys:em performed as expected and met the design requie-
ments. The conircl system performed as expected; however, for future
design a tighter zontrol tard is recommended since the astronauts used
the the mostat to nanually control the OWS internal temperature. The
radiant heaters were not required to maintain storage temperatures
because the use of the sun shades rather thar the MS passive system,
hich was lost, caused the OWS to operate at higner temperature levels.
The duct heaters were not required or usei1 during habitation for the
same reason that the radiant heaters were aot nwsed. The duct fan per-
formance resulted in adequate velocity in the crew quarters without
using the portabie fans. One portable fan was used periodically in the

experiment compartment to provide additional flow to the -~rew member
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using the ergometer.

The MS with its coatings and paint pattern was an integral part of the
passive thermal control subsystem. Its loss caused HA walls, ambient
food and film temperatures, and all internal environment temperatures
to exceed their maximum temperature limits., Deployment of the JSC
parasol sun shade on Day of Year (DOY) 1L7 resulted in a marked cool-
ing of the OWS and on DOY 153 the internal environment met the comfort
criterion. The internal environment remained in the comfort box until
DOY 170 near the end of the SL-2 mission. At this time the beta angle
exceeded 60 degreec and the average internal temperature increased and
peaked at 98°F (319°K) on DOY 177. The high temperatures during this
period were due to incomplete deployment of the sun shade [approxi-
metely 135 £t2 (12,54 m2) of HA sidewall gold coated surface were
exposed to direct sunlight] and the high beta angle (greater than T0
lagrees for three days). As the beta angle decreased, the temperature
also decreased and stabilized at approximately 80°F (300°K) where it
remainad until DOY 218, On DOY 218 the MSFC solar shaile was erected
over the top of the JSC parasol. The ad.itional shading reduced the
temperature to the 72°F (295°K) to T75°F (297°K) level for the rema’ader

of the SL-3 mission.

The forward dome Multi-Layer Insulation (MLI), the internal foam, and
the remaining control coatings (excluding the lost MS coatings)
functioned within predicted levels. The loss of inétrumentation on
low-level multiplexer "B" resulted in a loss of some measurements and
has prevented comparisons at essentially s'milar conditions to deter-
mine small performance changes. The evaluation to date could conly

detect large changes and none were identified. For future design, it
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is recommended that the thermal control system be independent of
deployable systems or a redundant system capable of operation with any

type of failure be utilized.

Thruster Attitude Control System (TACS) - The TACS successfully ful-

tilled all vehicle control demands imposed upon the system throughout
the mission. Imrulse consumption significantly exceeded the predic-
tions during the early portion of SL-1/SL-2 and during SL-4. The ex-
cessive usage was attributed to a delsy in Apollo Telescope. Mount/
Control Moment Gyro (ATM/CMG) switchover due to rate gyro drift early
in the SL-1/SL-2 mission; flight plan changes during the SL-1/SL-2
mission due to the loss of the MS [i.e., "unplanned" maneuvers to
attitudes for vehicle thermal conditioning; CMu momentum cages per
formed while maintaining the "unplanned" attitudes; perturbations asso-
ciated with Standup Extravehicular Activity (SEVA) and EVA activities
to deploy SAS Wing No. 1]; several unsuccessful "hard dockings"

attempts, and failure of CMG No. 1 during SL-k.

No detectable system leakage was observed i: a series of mass calcula-
tions during ea:h of the storage periods. The negligible leak rate of
the TACS has verified the adequacy of bi-metal joints and "in place"
induction bru:ingyfgr long term storage systems. The ability of the
TACS valves.to feﬁ;in leak tight after extensive orbital usage nas

verified the adequacy of the valve design, materials, and testing

program.

The unanticipated high propellant consumption during the early part of
the rission caused concern that TACS might be depleted prematurely.
Future designs showa include the ce&pability to interconnect systems
using similar working fluids such as the TACS and the AM N2 supply

which had smple reserve,
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Solar Array System (SA3) - The OWS SAS design, manufacture, and test

program resulted in a system which equaled or exceeded all performance
specification requirements. Investigation and analysis of the Skylab
ascent anomaly concluded that the loss of SAS Wing No. 2 and the
failure to deploy SAS Wing No. 1 on time was a direct result of the MS
failure., The primary and backup command sequences, ordnance, Exploding
Bridgewire (EBW) electronics units, and associated instrumentation and
interlock circuits functioned as Jdesigned. Deployment mechanisms in
SAS Wing No. 1 deployed the wing sections to the full open position
after removal of the MS obstruction. Venting of the fairing during

ascent was as planned.

End of Mission (EOM) requirements for the SAS was 10,496 watts. SAS
Wing No. 1 met its contribution to the requirement of 5,248 watts
minimum average power, and a voltage between 51 volts and 125 volts at
the AM/OWS interface were fulfilled, Minimum average array power
ranged between 6,500 waitts and 7,050 watts at +145°F (335°K), with the
variation teing attributed to (1) measurement inaccuracies, (2) changes
in sc.ar flux which reached a maximum approximately 1974 DOY 005, eud
(3) the absence of any measureable performance degradation. T.roughout
the mission, Sclar Array Group (SAG) voltages remained between 51 volts
(luring peax power tracking) and 125 volts (at sunrise). SAG voltages
typicelly ranged between 58 volts and 99 volts. Predicted SAS perfor-
nance degracdation from all causes was 8.3 percent for the miss.cn
(flight data indicated no measureable degradation); the major contri-
butor being thermal cycling effects, followed by charged particle and
ultraviolet radiation. It is concluded that the orbital environment
encowntered by the SAS was very noﬁinal, and in particular, the

extremes of thermal environment were less severe than those assumed in
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in preflight analyses and testing.
Following are recommendations for application of future solar arrays.

Actuator-Dampers - The actuator--dampers, used to both deploy and

control the rate of deployment of the wings, used an orificed fluid
for damping. The damping characteristics of the flu.id were highly
dependent upon the thermal environment of the dampers. It is recom-
mended that a method of temperature control be employed on designs of
this type. In the case of Skylab, the wing deployment damper was
frozen after being in orbit without full deployment long after tlLe
design period. The damper was finally broken loose by the crew EVA
allowing wing deployment. Any design using & damper or similar device
should also contain & capability of breaking the damper loose by crew

EVA forces.

Vent Modules - The requirement to maintain a purge atmosphere on the
wings prior to l1iftoff was made late in the SAS development program.
As the mating electrical interfaces were already designed and fabri-
cated, a decision was made to design the vent valves to operate
mechanically with no interface between the SAS/OWS structure. An
acoustic actuated valve was designed and developed to provide the vent-
ing function. The disadvantages of this type of valve wer> the lack
of cepability to close the valve in the case of premature opening and
lack of an automatic ualkback on valve position. The valve operated
at liftoff and did not prematurely open. It is recommended that the
use of this type of valve be limited because¢ of ics innerent

disadvantages.
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‘hermal Ccntrol Paint - The increased power (approximately 130 watts)
did not justify the difficulties encountered in the appiication,
maintenance, and repeir of the 4-93 paint used on the rear of the solar

penels. Its use in future applications of this type is not recommended.

Ordnance Release Systems - The completely contuined expandable tube
ordnance system used for release of the beam rairing uand panels

provided a reliable, redundant release system. Further use of this

type of gas-contained system orn. future space programs is recommended
especially where equipment, such as that with optically critical surtfaces,

cannot tolerate the contamination producted by ordnance systems.

Electrical Power Distribution System (PDS) - ''he OWS PDS

subsystem has performed as designed and its operation during the
mission has verified the data obtained in checkout/arilysis to be

very close to actual mission conditions., In review of the various
subsystem problems and crew comments obiained during the mission,

the following modification/improvements sre presented for consideration.
e bystem design snould include a one-~for-one ground control
capability for every voltage sub-bus [enable/disable via Digital
Command System (1CS)].

Voitage and current telemetry (I'M) parameters siuild be available
for every sub-bus; high resolution for all 1M current/voitage para-
meters (i.e., if range 0-140A, provide a low and high range
measurement) is desirable; provide multi-scale meter (range selec-
tion switch) for on-board voltage and current measurements; provide
local power ON/OFF control at all utility outlets; provide more
utility (LO/HI power) outlets; and provide circuit breakers that

are nol easily (inadvertently) activated/deactivated (maybe

push-button type).
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Illumination System - The OWS lighting system met all design require-

ments. There were nc light failures, All gerneral purpcse lignts were
used in the HIGH mode only. The difference between high and low modes
was slight. Future general '_,hting fixtures should be limited to a

single light level for simplification and cost reduction. Special low

level lights should be installed for emergency, night lignts, etc.

Supplemental lighting was required for close work, i.e., item repair,
shaving, reading, etc. Specific area(s) should be designated as a
repair/maintenance facility and provided with sufficient illumination
for close detail work. In areas where reading and/or record keeping
is performed, i.e., Wardroom, Sleep Compartments, and Experiment Area,
higher illumination levels (higher intensity and/or additional light-

ing) should be provided.

Communication and Data Acquisition Systems (DAS) - All audio equipment

of the OWS communication system performed with no failures except for
the Speaker Intercom Assembly (SJA) located at Panel 540 which sus-
tained a broken Intercom/Transmit (ICOM/XMIT) switch; the SIA unit was
replaced. Based on crew debriefing reports, the OWS communication
system provided adequate volume level and quality during mission
operations. However, some audio feedback problems were ercountered.
The problem manifested itself as a nuisance to the crew and it is
attributed primarily to the interaction between SIA's, as well as the
total gain characteristics of the cluster audio system. Audio system

redesign and/or r-~locntion of SIA's should be considered if *his or a

similar system were to be used in the future., Both channels of the OWS

comnunication system provided adequate intercommunication for activi-

ties within the OWS ac well as uplink and Adownlink communication.

9-11

v wew

ST



L IR e e o s a a,

|

-

The overall performance of the OWS DAS throughout the Skyleb miesion
was very good. Despite the failure encountered by the low-level "B"
multiplexer data, optimization of reliability through distributicn of
a system measuvrement to separate multiplexers avoided the total loss

of data from any one particular system,

The following recommendations would improve the DAS: The OWS DAS
instrumentation panels located in the OWS forward skirt area should be
provided with temperature measurements which measure the panel thermal
environment to facilitate malfunction analyses. The actual measured
temperature environment would provide a fundamental assessment of the
actual thermal environments of the system's major components. The OWS
instrumentation and heater power buses should be Instrumented for cur-
rent monitoring. Many of the system analyses performed during the
mission required such measurements. Load current changes are very
significant analytical data in evaluating system performance or
anomalies. Future space missions similar to Sk; "ab should incorporate
a data management system so that measurements required only for boost,
deployment and initial activation (i.e., EBW, positions, events, etc.)
would be deactivated after their usefulness. On-board data compression
would be another method of implementing better data management. These
approaches would reduce the quaniity of date, =eneed up the dala pro-
cessing, enable better quelity control of the date and allow fcr the
data to be disseminated in a more timely manner. The OWS DAS could
increase its datg acquisition versatility, especially within the OWS
HA, by having remote interface panels with patching-type connections
or connectors for accessing the unused multiplexer channels. The use-

fulness of this concept was made obvious by the addition of new
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9.1.9

9.1.10

equipment , work-arounds, and anomalies which made it necessary to

eccommodate additional data during the Skyleb missions.,

The OWS television (TV) system accommodetions consisting of the TV
Input Stations (TVIS), and its associated wire Aarnesses, pervormed
very well in support of the Skylab TV system in transmitting video
information during the manned Skylab mission as well as during the
ground checkout activities, Future design of TV system accommodations
should teke into consideration provisions to permit the astronauts to
control the operations of the video tape recorder from the TVIS or the
TV camera. In other words, the astronauts should be provided with
remote control capability within the OWS. During the Skylab missions
the astronauts were required to activate the Video Tape Recorder (VIR)

in the Multiple Docking Adapter (MDA) and it was a major inconvenience

when TV activities were being performed within the OWS.

Caution and Warning (C&W) System - The OWS C&W system design and

installation satisfactorily supported the SL mission without failure.
All design goals of the subsystem have been met. Fealse alarms which
occurred during the mission were attributed to other sources. The OWS
repeater pancl and SIA portion of the C&W system gave the crew the
desired mobility while providing the necessary monitoring function.
High temperatures early in the mission caused only temporary undesired
operation from one fire s' sor. Crew comments durines debriefings
indicated satisfaction with the system and inflight tests proved to be
satisfactory. There are no recommendations or suggestions made to

alter the C&W system.

Experiment Accommodations System - This .ystem performed to design

requi_ements except for the following anomalies:
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OWS experiment accommodations anomalies wpich occurred on SL-2 are as
follows: The crewmen were unable to ortain the proper calibration
adjustment of -0.9K factor for the ML8T Sound Level Meter. -0.7K
factor was obtained. The readings on the instrument is +2 ¢b so the
0.2 db correction was not considered to present a problem. The backup
SAL tripod, which was bolted to the adapter plate, was Grilled in a
mirror image with the holes misaligned about two inches. The crewnen
had to rotate the SAL tripod legs and had to realign the adapter under
the photometer canister to accomplish the tripod installation. The
tripod did perform its intended function although two of the *.ipod
legs were bolted to open grid floor, instead of using the fixed
nut-plate locetions. During the SL-3 mission, the backup tripod was
transferred to the solar SAL where all the legs were successfully

bolted into the fixed nut-plates c.. the [loor.

The crewmen stated that the SAL pressurization and repressurization
times for experiment haruware installed in the SAL were greater than
a.ticipated. The actual pressurization and depressurization times

were fi e to eight minutes vs, two minutes anticipatei. MDAC analysis
verified that the lcnger times were realistic and the flight plans were

revised to allow more crew time for these operations.

The M092 vent was propulsive with the mmeteoroid shield gone and this
venting resulted in esdditional spacecraft attitude correction. A
decision was made *9o correct thic problem, The prcblem was alleviated
by the SL-4 crew by rerouting the vent Lo the waste tank through the
common bulkheusd using a penetration previously used by a urine dump
probe, No edditional experimert accommodaticn anomalies were reporteu

during th> SL-U4 mission.
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9.1.11.1

The OWS film vault was successful in proviuing temperature, humidity,
and radiation protection to the over 600 1lbs (272 kg) of film used for
the Skyleb experiments. Future programs which require protection of
hardware from humidity and radiation could successfully use the same
approach of potassium-thiocynate salt pads and aluminum walls. The use
of standard cormercial fasteners such as a "dialatch" should be scruti-

nized carefully and tested thoroughly before use.

MDAC was successful in adapting a previously designed Apollo SAL to
meet all the objectives of the Skylab Program. The SAL repressuri-
zation system performed its function of preventing condensation from
forming on experiment hardware. In regards to tﬁings to be done
differently in future missions, the Skylab crew has recommended that
two SAL's are not sufficienl and consideration should be given to

having more on any future spacecreft.

Iabitability Support Systems (HSS's)

Waste Management - All waste management systems performed succes=fully
in flight. The flight crew comments during and after the mission were
complimentary. There were no damaged fecal bags and only minor urine
spills. Samples of dried feces and frozen urine were returned for
post flight enalysis. Urine collection was simple and easy. Daily
sampling and oag changeout proved to be an acczptable task in flight.
The only significant anomaly was the low volume returned in the urine
semple bags. Procedure revisions were used by the SL-3 crew which
increased the volume slightly. Fecal collection was very successtul,
It was the one area of waste management which could not be adequately
tested in 1-G or in the simulated zero-G of the K8 135. For future

spaceflight a higher airfiow and a scfter seat for a better seal wo'd
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9.1.11.2

provide better results. Fecal processing gave the crew no problems.
During SL-2 mission, the r. cessing was accomplished successfull, with-
out power. The vacuum cleaner worked well but was not used to pick up
wet debris., Again, the flight crew stated that increased airflow would
be required on future spacecraft. The trash airlock performed
successfully; however, in two cases it was difficult to eject the trash.
The case of major concern was during deactivation of SL-2 when the crew
attempted to dispose of the Molecular (MOL) sieve canister and two
pairs of suit golves in the same bag. For a while, the trash airlock

was stuck, however, they were able to free the unit with additional

force.

Water System - The water system performance curing the entire miscion
was highly successful. The water properties and iodine level at the
dispensers were maintained within specification. Temperatures and
quantities of heated and chilled water were also satisfactory. Tiere
were reports of air in the water at the start of two missions. 1In
SL-3 the problem vas with the food packages. In SL-L, after switching
tanks, the crew reported that there was no longer gas in the water,
After noticing a decrease in flow from the WMC dispenser, the crew
replaced the assembly and reported flow to be normal. Evidence of
contamination on the replaced unit was reported and the unit was
returned for failure analysis. The ground failure analysis disclosed
thet the contamination was & result of an improper seal being
installed. New seals of the proper material were installed on a spare
aispenser launched on SIL-3. Near the end of SL-3 the washcloth
squeezer seal was replaced to eliminate leakage. The seal was found
to be folded bach in at least one afea, ailowing water leakage past

the piston. The squeezer was beginning to get di“ficult to operste
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9.1.11.3

because of "grit, grime, dirt, or soap" on the moveable parts. A
vrocedure was supplied for cleanup and lubrication during SL-L, Aisc,
three additioral seals were sent up as sp.res. The rerformance of the
washeloth squeezer was reasonably successful, however, there is room
for improvement. A future scheme should allow wringing of & washcloth
is much the seme was as in 1-G. A high flow eir supply and liquid air
separator might be the best approach. On future spacecraft the drink
dispensers could be simplified to aun on-off valve design if medical
experiments are not involved. The crew reported some dirficulty hold-
ing the fooa packages cn the reconstitution dispenser. Future food

packages should include an improveu niuiding area.

As a result of qual testiang, it was determined that with time the
iodine in the water system would attack the watecr heater element
resulting ultimately in tailure c¢f the heatirg <iement., The and
Wardroom v.ater heaters from OWS-2 were flown as spares on OWS-1 and
althougn some degradation was noted during the letter part of £m-k,
the spare heatcrs were never required. The water ucsaters for OWS-2
were redesigned tc eliminate iodine errcsion by furnace brazing the
hee -ing element between two . ainless stecl tubes ead then welding
the element unit, Any future application should consider the UWS-2

redesigned water heacer,

Personal Hygiene System - The general purpose “isstes and utility
wipes were adequate. The second mission crew reportad using rags (old
shirts and shorts) fo .leaning instead of a general purpose tisuue.
On future flights, a clcth should be considered for wiping up spills

and cleaning tesks.
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9.1.11.5

The biocide wipes left an iodine coloration on a wiped area that comes
off easily. The second mission crew reported that their hand became
yellowed during deactivation biocide cleaning but that it faded away
several days later. The iodine solution used in the biocide wipes is
an acceptable biocide,

Hygiene kits were satisfactory. However, the crew requested
personalized kits. Mirrors were positioned well for the activities
requiring their uses. The polished stainless steel mirror surface was
adequate. The soap was used with no apparent medical problems. The
metal disc in the soap held the soap bar to the megnetic post in the
water module sufficiently for zero-G application. Because of bacteria
growth reported on terrestrial samples, investigations should be made
into this possible problem before Neutrogena scap is used for future

space flights.

Body Cleansing - The washcloths and towels were very adequate. There
were 89 extra towels launched on the SL-3 flight and 20 extra towels on
the SL-4 flight. Towel allocations for future missions should consider
this., The drying station provided a convenient and effective means of
drying the towels and washcloths. The restraint approach should be
standard equipmert on future rissions for towel and washcloth drying

as well as general fabric restraint. The washcloth squeezer and water
dispenser provided a satisfactory method for partial body cleaning and
housekeeping. An enclosed water module for more convenient handwashing

on future missions was desirable,

Food Management System - Although the primary elements of the food
management system performed satisfactorily, minor operations became

sources of irritation to the crew., The fund table, when not used for
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9.1.11.6

foad service, was tho center of mission operations activity. Because
of this potential usage, similar to the traditional kitchen table,
future designs should be based on total needs and not limited to those
solely associated with food management. Since the operation of food
storage and preparation facilities is so subjective, a high degree of
flexibility should be a design requirement. It should be possible for
each crew to rearrange the pantry to suit their own needs and desires.
As a result it is recommended that a realistic evaluation through
repeated usage of prototype hardware and operaticnal procedures in a

high fidelity interior mocup be accomplished.

Sleep Support System - The sleep restraints provided an excellent means
for providing restraint during sleep. The crews had no difficulty in
obtaining comfortable, restful sleep. The adjustable features of the
restraint accommodated most of the individual preferences of the var-
ious crewmen. On future missions an additional adjustable blanket for
more thermal control should be provided. Also, additional adjustable
straps and/or adjustable blanket would add variation of restraint and
minimize dead space inside the restraint for thermal control. The
iight baffles were effective in blocking light from entering the sleep
compartments. The fabric airflow louvres had a tendency to collapse
and restrict airflow. The light baffles are probably unique to the
OWS configuration., Future mission sleep compartments should have
inherent capability to provide a dark environment. The privacy cur-
tains and privacy partitions performed satisfactorily. They provided
visual privacy and light control. Sound control was not a requirement

but future missions should provide for reasonable sound isolation.
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9.1.11.7 Refrigeration System (RS) - The RS operated satisfactorily and main-
tained the food, water, and urine within required temperature limits
except for an anomaly which occurred on DOY 173. Lower than specified
freezer temperatures occurred during SL-3 storage and a high tempera-
ture excursion (approximately 13 hours) occurred during SL-4 mission.
Assessment of the flight date indicates no apparent performance degra-
dation or malfunction in any of the refrigeration components other
than the occurrence of the anomaly attributed to the radiator bypass
valve on DOY 173. There was no detectable coolant leakage from either
the primary or secondary loop. On DOY 173 a continuing increase
occurred in the food freezer and radiator inlet temperatures. Assess-
ment of the data indicated that a split flow condition existed between
the radiator and radiator bypass branches. Probable cause was deter-
mined to be a malfunctioned radiator bypass valve in which both
radiator and bypass poppets were in a flow position. '"Cycling" of the
valve was performed which resulted in an increase of performance
apparasntly due to a partial closing of the bypass poppet. The RS
continued to operate satisfactorily in this mode. The system perfor-
mance from the standpoint of temperature control was equivalent to the

nominal performance observed prior to the anomaly.

Data obtained during the SL-3 storage period indicated that the wall
temperature of the coldest freezer compartment decreased to the speci-
fication limit of -20°F (244°K) by DOY 270, and by DOY 277 decreased

to its lowest value of =23.6°F (242.5°K). Thereafter, until SL-4
activation (DOY 320), the freezer wall temperature oscillated between
-20°F (244°K) and -23.6°F (242.5°K). This freezer performance resulted

from the following: (1) opening of the radiator bypass valve circuit
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breaker by the SL-3 crew which prevented the valve from switching frcm
the radiator position, and (2) disabling the OWS ventilation fans dur-
ing SL-3 deactivation. Consequently, the freezer temperatures varied
as a function of the OWS internal temperature which, during the SL-3
storage period, decreased to approximately 63°F (290°K). No food was
stored in this freezer, howuver, it was reserved after SL-2 for
stowage of filled and frozen urine trays. Following SL-U4 activation,
the coldest fréezer temperature returned within the specification
limits due to an increase in OWS internal temperatures. On DOY 018/019
the vermest freezer warmed to +1°F (256°K) which exceeded the specifi-
cation limit for 13 hours. No food, however, is known' to have been
stored in this freezer at that time and other freezers were within

temperature specifications.

Evaluation of the flight performance of the refrigeration system
resulted in the following reccmmendations: (1) a 15-micron filter
should be added upstream of the radiator bypass valve (RBV), (2) the
existing radiator bypass branch orifice should be reduced in size to
increase the radiator flow in the event of a split flow condition,
caused by either a relief valve open malfunction or a RBV poppet
position anomaly, (3) the 100-micron filter should be removed from the
downstream flow side of the thermal capacitor. This filter is a
potential source of pressure increase due to ice plugging the filter
element a3 the water in the coolant freezes out, The filter is not
required in the system since its original purpose was to protect the
radiator control valve which was deleted, (L) the negligible leakage
detected during the mission has verified the adequacy of "in place"

induction brazing for consideration of long term storage system, and
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(5) since essentially only one pump of the eight on-board (4 in each
loop) was required during the mission, future systems design need not
be as conservative if pump performance can be predicted with confidence

or an operating life test can be performed prior to design.

Atmosphere 3ystem - The pneumatic vent valves in the atmosphere system
fulfilled all ground and orbital design requ.irements. The only
anomalies in the solenoid vent system performance were slow venting on
DOY 145 due to a clogged filter and failure of Velves 1 and 3 to give
a closed indication on DOY 146 probably caused by particulate contami-
nation. The'use of an inlet screen with a finer mesh (finer than 100

microns) allowing more flow area might have prevented both problems.

The overall low cabin atmosphere leakage rate verified the manufactur-

ing and testing techrnigues used to assure OWS HA pressure integrity.

Vacuum Systems - All vacuum systems performed 7s expected and without
significant anomalies, except that the waste tank pressure reached the
triple point pressure of water during some large quantity dumps
apparently due to a higher than expected rate of sublimation of the
ice formed during the dumps (no adverse effects have been observed
because of this high pressure), and the WMC water dump probe orifice
became blocked during SL-3, The dump probe was replaced with an
on-board spare and no additional problems were experienced with this
system. Subsequent investigation indicated that the problem was
temporary blockage with ice and the probe could be kept on-baord as

a spare, The liquid urine dump system was used on SL-U only and per-
formed satisfactorily except for a brief teuporary blockage on DOY 005

of SL-b.
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Pressure Garment Conditioning System - Suite drying was accomplished

satisfactorily. The suits were always dried adegquately and there was
no evidence of bacterial growth or odor. The desiccants were dried
in the waste processor, The noise level during the extended operation
of the blower was not objectionable. There were no changes in
procedures or hardware recommended by the flight crew. During the
SL-2 mission, the suit drier power module was reported tooc hot to
touch. The unit was being operated with the ring compartment door
closed per procedure. Crews were instructed to leave the door open

for additional cooling and no further problems were reported.

Stowage System - In general, the stowage compartments performed their

intended functions very well. They were versatile and provided ease

of access. The ahility to complete the stowege of the ring containers .

(and the ambient food containers) outside the vehicle prior to launch
minimized the impact of stowage operations on vehicle time. This
feature shouldbe strongly considered for future vehicles, The
restraint straps in the compartments, even though adequate, should be
more flexlble, stronger, and easier to adjust. This will require
development of new materials that will meet flammability requirements.
The armalon/sponge bags and the non-flammable fiberboard proved very
effective as a packing material and vibration dampening device. These
had the added advantage of being lighter than other materials available

that would have satisfied the flammability requirements.

All dispensers performed satisfactorily. The towel dispenser did not
require the versatility it had., The trash containers performed very -
vell. The concept of standard compartments with standard door attach-

ments lent itself to inter-changing trash containers as desired. The
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bag/door interface provided easy replacement of trash bags.

The food box concept was satisfactory. No problems were encountered in
relocating the boxes on-orbit. Placing round cans in rectangular

boxes was an inefficient use of space. The food freezers and food
chiller performed as designed. They maintained the food at the
required temperatures, Chillers and freezers on future vehicles should
have a general restraint capability to provide the flexibility to

handle preflight and flight requirement changes.

The film vault performed satisfactorily and met all requirements. The
large amount of unplanned equipment stowed in the vault drawers

suggests a system or universal restraints should have been incorporated.

The bungees appeared to be the best concept for on-orbit temporary
restraints. A better attaching method could have been developed. Per-
manent attachment or snap attachment would have been desirable but
would have added weight to the vehicle. The snaps and velcro performed
satisfactorily. A higher shear strength and longer life velcro would
have performed better but none was available that would meet the

flammability reguirewents.

The tool and repair kits performed satisfactorily. The utilization of
standard tools proved to be effective and should be continued on future
vehicles., On future vehicles a btasic comprehensive tool kit should be
established early in the design phase. Sperific tools would have to
be added where the design dictated but the change in the basgic kit

would be minimized.

The computer program was an excellent vehicle for tracking the various

stowage items, restraint hardware, and fequired drawings. No previous
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program of this magnitude and numbers of stowage items exists from
which a comparison can be made between manual and computerized manage-
ment of numerous stowage aspects, but manuel preparation would have
produced & much higher magnitude of errors. Future programs should

find advantages in this type of approach to stowage control.

Marking System ~ Since no comments from the flight crews were received

regarding the methods chosen for the markings or the adequacy of same,
it is assumed that no significant problems were encountered. However,
as a result of the experience gained during the silkscreening of the
various OWS panels, certain recommendations can be made for future
application. The panels silkscreened with uniglaze ink were not able
to withstand normal wear. For future applications, it is strongly
recommended that an ink more suitable for silkscreening, e.g. MDAC
STM 0248 catalyzed silkscreen ink, be used. This ink has proved to be
easily applied using normal practices and stands up very well to

normal wvear,

The metal-foil labels proved to be an excellent method of identifying
stowage content and for procedural labels. For future applications it
is recommended that the .008 inch (.203 mm) thickness be used for all
labels applied to a flat surface. In general, the application of
labels on a curved surface is not recommended. However, if this
cannot be avoided, the .003 inch (.076 mm) thickness should be

specified,
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9.2.1

PROGRAM PLANNING

Organization - The OWS Engineering organization was separate from but
an extension of the Saturn/Apollo matrix organization; however, this
matrix management technique was utilized in a way which was tailored
to the special needs of the program. It was, for example, recognized
early in the program that there would be a need to place special
emphasis cn the "system" aspect of the design, since the OWS was only
one component of the total Skyleb Cluster, and contained many inter-
related, internal systems, Systems that were to provide for and to
support crew habitation on-orbit, to accommodate launch provisions

and on-orbit operstion of Associate Contractor designed/Government
Furnished Experiments, and to provide monitoring and control capability
to assure proper functioning of all systems in orbit. The organization
recognized the "one-of-a-kind" (one launch spacecraft) and the need

to make the transition from concept to design, to fabrication, to
qualification, to spacecraft system tests, to launch site testing and
launch with firm continuity. This caused the identification of key

technical people to become involved through the transitions and these

S a e ek ke s e e

people were identified to the NASA as focal points for working group

meetings and exchange of technical questions ani directions, :

To assure proper emphasis on this system aspect, three methods were

employed:

o The System Engineering Organization was strengthened and chartered .
to work closely with NASA and the MDAC-E Airlock engineering depart-

ment to concentrate on the systems engineering aspects of the design.
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o Special system managers were assigned to focus particular emphasis
on major system hardware which was being designed and supplied by
subcontractors or associate contractors; to wit: Habitability
Support System, Solar Array Syctem and Government Furnished

Equipment.,

0 Subsystem engineers were assigned to assure that the system design
aspects were properly studied and accounted for in each OWS design;
to wit: Crew Support, Electrical, Environmental Control, Experi-
ments, Ground Support Equipment, Instrumentation & Communication,
Ordnance, Pneumatics, Refrigeration, Solar Array, Stowage, Struc-
tures, Waste Management, and Water. To maintﬁn the continuity
from design through launch, the subsystem engineers, which also
included the special system managers, were identified as the key
technical people to follow the respective systems and actively
participate through all its phases. Where appropriate, these key
people were identified to go to the field site, engage in the final

test and launch, and then go to mission support sites,

These assignments carried with them an across the department respon-

sibility for design and mission performance.

To further reduce communication paths the OWS engineering organization
vas brought together as a centralized unit, physically located in one
large working area. Within the same area were key representatives and
working personnel from all program elements such as Manufacturing,
Tooling, Procurement, Planning and Quality. This technique provided
early inputs to engineering to effect simplification and reduced cost.
It also provided rapid response from engineering on problems encountered
by other program elements, an! eliminated false starts.
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Establishing Requirements ~ The OWS design evolved from the S~IVB

stage of the Saturn/Apollo vehicle. It was first envisiored as a
regular propulsion stage with additional "SCARS" (OWS equipment attach
fittings) added within the hydrogen tank portica. 4uh.: SCARS were to
allow utilization of the stage in orbit, after the Tuel .ad been ex-
pended, as & habitable workshop. During this period “he design was
known as a "Wet Workshop" design since it was to have been launched
with fuel - or "Wet". The design progressed from "Wet" to "Dry". The
Dry Workshop, being the final design wherein the OWS no longer per-
formed as a propulsion stage during launch, and consequently was
launched without fuel or "Dry" with all provisions built in for on-
orbit use as a Workshop. During this period of OWS evolution,
engineering management orovided a close relationship between MDAC and
NASA “echnical people to establish and develop the design requirements

for the progranm.

This close working relationship had been established and promulgated
during the S-IV/S-IVB design period ard was particularly effective in
previocusly good communication paths between government and contractor

personnel.

Another planned technique employed by NASA and fully supported by
engineering ma.sgement, to assure development and wide dissemination
of technical requirements wvith a minimum of communication tarriers,
vas the estadblishment and conduct of frequent, regular sessions of
requirement/design vorking groups. These working groups included the
flight crevs and their representatives to assure that their flight

experience provided the necessary influence vhere appropriate.
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9-2.3

The design requirements, once established were formally maintained in
the Contract End Item Specification and attendent documents (Systems
Engineering Requirements Document, Development Engineering Plans,

Engineering Work Orders, Design Requirements Document, etc.).

A major requirement determination effort was accomplished on the
Skylab program in the area of interface requirements. NASA and
contractors alike recognized the need for interface requirements
development, since Skyleb brought together literally hundreds of newly
designed and developed items of hardware, Interface Control Drawings
(ICD) prepared by assigned contractors and formally controlled and
issued by NASA tecame the prime means for communication of design
requirements between the many associate contractors supporting the
OWS. Each prime contractor in the Skylab program actively supported
the ICD approach to requirements definition. It had been anticipated
that many significant fit and function problems would develop during
OWS final assembly and test but the ICD program proved to be a prime

technical management tool.

Controlling to Requirements - It is mandatory to establish a good set

of requirements, and equally mandatory that the designs produced are
controlled in & wvay that assures ‘heir conformance to the rcquirements

once established.

The OWS engineering management i'ecognized 2arly in the program this
need for control to requirements, and several management methods vere

employed to focus attention on this control aspect:
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The system managers and subsystem engineers were esteblished in
the organization, as previously outlined in 9.2.,1, and were
chartered to assure campliance to the design requirements. Each
system/subsystem engineer conducted frequent reviews of the
design egainst the requirements, and through the assigned team
members, accomplished the technical coordiration with NASA and
Associate Contractors to effect complete compliance to require-
ments. This was a very effective team approach thet focused the
engineering effort vhere and when needed to control designs to

t{he requirements.

An interface manasgement office was established a..d a working teanm
assembled, comprised of representatives frum each design techno-
logy, to define and control the OWS designs in the interface areas.
This team made direct contact with NASA and Associate Contractor
representatives and made certain that each interface requirement
vas known and followed. Design drawings were identified to the
ICD's and formal ECP submittal and approval was required in order
to changc a design of the interface identified as affected by the
change. The result of this effort was very effective control of

interface designs to the approved ICL requirements.

Design reviews - internal and external - were a prime method

employed to assure total compliance to recognized OWS requirements,

The JOWS Design Engineer office conducteld exvensive internal revievs
of each systen to ascertain :‘quirement compliance and assure capa-

bility .or total mission performance.
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9.2.k

The OWS Jociit NASA reviews were comprehensive and searching - and
more frequent - as launch time epproached. OWS engineering man-
agement committed fully to support of these affairs and every

facet of the design including test data was made avsilsble to the
NASA teams conducting these reviews. The major reviews conducted

are shown in Tabie 9.2.3-1.

D. Special types of reviews and groups which NASA manseged, relating
to the total Skylab Cluster, were also actively supported by OWS
engineering management. These (see Table 9.2,3-2) were a vital
part of the overall NASA plan to develcp, disseminate and control
Cluster requirements across the program. OWS engineering rro-
vided data and representatives to these sessions regularly; and

followed them up by responding to assigned ecticn items.

These sessions were invaluable to OWS designers since they pro-
vided a way to gain insight into the workings of the other Cluster
hardware and to the compatibility of the flight crew with the

hardware design.

Improvements for Future Programs - The menagement methods stated in

9.2.1 thrcugh 9.2.3 were a major contributor to the OWS success in
meeting its design end performance objectives. Following are some

suggested improvements which shculd be considered for new programs:

A, Increased utilization of the subsystem menagement concept should
be made throughcut the total program menagement structure. This
is equally applicabie to Contractor and NASA organizations.

Assigned subsystem engineers should clearly be made responsible
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Table 9.2.3~1

OWS REVIEWS

REVIEW

DATE

OWS Preliminary Design Review (PDR)
OWS Delta PDR

OWS Preliminary Dry Requirements
Review (PRR)

Habitation Support Systems Preliminary
Design Review

OWS Critical Design Review (CDR)
OWS Solar Arrsy System CDR
OWS Subsystem Reviews

OWS Systems/Operations Compatibility
Review

OWS Design Certification Review (DCR)
OWS Hardwere Integrity Review (DCR)

OWS Flight Readiness Review (FRR)

May 1967
December 1967

July 1969

August 1969

September 1970
January 1971
March 1971 thru June 1972

June 1972

October 1972
March 1973

April 1973

TSR
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Table 9.2.3-2
Cluster Reviews
REVIEWS
Cluster Requirements Reviews
Progressive Crew Stalion Reviews
Experiment Integration Reviews
Crew Equipment Fit Checks
Customer Acceptance Readiness Reviews

Monthly Management Reviews

WORKING GROUPS

EVA Operations Plenning Group
Change Integration Working Group
Stowage Working Group

Contamination Control Working Group
Microbiel Working Group

Transfer (on-orbit) Working Group
Checkout Working Group

Electrical Wcrking Group
Mechanical Working Group
Instrumentation and Communication Working Group
ICY Working Group

Mission Evaluation Working Group

Meintenance (in-flight) Working Group

9=-33



E,

only for the technical aspects of analysis, design, fabricaticn,
test and assembly and they should remain free of administrative

activities. The types of people assigned to these roles are key

engineers and are often also given administrative responsibilities.

This should be avoided.

More emphasis end effort should be expended to assure the earliest
possible definition of design requirements for each subsystem of

the flight items.

Once defined, each design technolegy should maintain an engineer-
ing document which is the repository for each set of system/

subsystem requirements.

Design reviews should be planned and scheduled for each system in
a vay that will assure an orderly progression and with no schedule
conflict with another system review. Review participation should
be defined and considered mandatory, to assure maximum communica-

tion of system knowledge and plans for meeting the requirements.

Analytical and design engineers should be encouraged to become
significantly more involved with the hardware., This could be
accomplished by more review of basic raw and final data, obser-
vance of test runs and initial production operations, and by

participation in first article and delivery acceptance inspection.
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F.

G.

The NASA intercenter working group panels should be structured
compatible with the program systems and should convene frequently,
Contractor assigned representatives should be obligated to p.esent
frequence concise reviews of the design features of their related
product, and should be afforded member status to enable them to

present problems deemed appropriate.

GFE should be subject to the same requirements for design, review,
and documentation as are imposed on the contractor in whose pro-
duct it is used. The drawings and design information regarding
the GFE should be made availeble to the using contractor and his
agreement should be required in any decisions regarding flight

worthiness of the GFE.
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9.3
9.3.1

TESTING

© Development and Qualificatiop - The Orbital Workshop, a follow-on

development of the S-IVB Program, was designed to use common,
qualified hardware to the extent possible. Components unique

to the OWS program were designed with the intent to minimize
required testing. Methods such as factored safety margins and
system redundance to reduce criticality were used. Wherever
possible, analysis or similarity to previously qualified hardware

was used as the verification method.

Initially, because the OWS was approached as a low-cost ('‘bare
bones") program, the test vrogram and its associated documentation
wvere developed on a minimal basis. This concept left much to

be desired in developing the required confidence by MDAC Management
and the Customer that all design and mission operation requirements
wvere baing satisfied. At this point, it was mutually agreed that

a Test and Assessment Document (TAD) be employed to provide

treceability of requirements through necessary verification.

The "Off the shelf" concept while eliminating a complete redesign,
development and retest of much hardware, did not reduce the
requirements to verify and validate the qualification of all
Flight Critical hardware. In attempting to utilize both new and
previously qualified hardware in the OWS Program, the contractor
found that three (3) major categories were required to define

the hardware test history; i.e., hardware qualified by test;

analysis, similarity and/or any combination thereof. To certify
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the hardware was ouaslified by the above methods, the contractor
required evidence of the previous test records, current and/or
previous analysis data, similarity rationale and/or combinations

of all.

In addition to the above items, data to satisfy program requirements,
the desirability of a single reference document to record, validate

and control this multitude of data points lead the contractor to the
development of a Test and Assessment Document (TAD). The TAD evolved

around these major data points.

The initial work was begun on the TAD early in 1970, by defining hardware
lists, establishing ground rules and area of responsibility. This

effort was coordinated with Customer representatives in working group
meetings. By early summer of 1970, the basic ground work was finalized
to initiate the TAD "First Draft.' DRL MSFC 1T1A, Line Item G09,
released 10 August 1972, identified minimum TAD data and established

a release date which had been asgreed upon during the Customer/Contractor

working meeting 3 through 7 August 19370,

During the "First OWS Mechanical Assessment Review Meeting” (eleven
Mechanical and 6 Electrical meetings were subsequently held), it was
agreed that all Mission Safety Critical Items (MSCI) would, as a minimum,
be included in the TAD, The Customer further stipulated additional
hardware items, collectively designated as ''Engineering Critical

Items" would also be added to the TAD list when identified. It was

also agreed two (2) separate TAD Volumes would be issued and maintained.

Volume I would contain the Mechanical itemsz and Volume II the Electrical
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items, Engineering critical item inclusion in the TAD presented
the contractcr a substantial schedule problem, in that the TAD hardware
list wvas in a continual state of expansion. This was born out in

growth of the original 188 items of the first TAD issue compared with

the 291 items of the final issue,

During the duratioa of the OWS Program, three (3) complete revisions
of the TAD (Volumes I and II) were issued. The first issue was
made in February 1971, being preceded by a Preliminary Volume I,
dated September 1970. First submittal of Volume II was dated

6 April 1971. The final revised issue of Volumes I and II was mede
on 1 May 1973. This final issue incorpor:zted the contractual data

requirements for OWS as well as OWS Backup baseline requirements.

The TAD was expanded well beyond the original intent of a component
test validation document by becoming a master test index during
CDR's, Vehicle checkout and CDDT. It served well as an indispensable
Engineering tool throughout the Program. It was considered by most
as the controlling document for other contractural functiors such as

the Certificate of Component Acceptance (CCA), as vell as significantly

influencing the entire OWS test progran.

" To facilitate a reasonable degree of visidbility of test status between

TAD items and the multitude of tests performed, a FORTRAN computer
Test Matrix was developed. This matrix provided first an alphm.umeric
tabulation of all TAD items and a corresponding list of test line itenms

associated with the qualification/development testing of the item.

Both the item and the test line item were suffixed to indicate testing

status, i.e., complete or incomplets.
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9.3.2

A second tabulation "matrix of OWS-1 components tested under test line
items," listed all test line items. Beneath each specific line item

the part number and nomenclature of each TAD item tested were listed.

As the development and qualification testing progressed, Certificates
of Component Acceptance were prepared for all critical items listed

in the TAD. At this time, acceptance test procedures were developed

to assure the flight hardware was built to the proper quality and
design standards. Virtually all hardvare assembled into the OWS was
subjected to & Production Acceptance Test (PAT) prior to installation.
Many systems received an additional PAT after installestion--for example,
after brazing pneumatics systems.

Spacecraft Systems Testing - Spacecraft systems testing was initially

approached as a lov cost, low profile program with the same type of
management and controls utilized to checkout SIVB stages. Very early

in the checkout, the Contractor and the Customer decided the established
practices vere not sufficient. A more comprehensive management and
controls system was established because of the many interfaces between
the NASA centers, experiment developers, and participation of crewmen

in the tests. The expanded system proved to be quite satisfactory.

Checkout was a finite plan. Changes were carefully controlled and
authorized.

The checkout was completed within the required schedule, thousands
of elapsed hours of manufacturing work were accomplished in parallel
and the flight integrity of the spacecraft was verified.

Division of wvork, applicable contractor policies and procedures,
working agreements established by the Customer and Contractor, etec.,
vere specified in the MDC G2427, Huntington Beach Vehisle Checkout

Laboratory Cperations Plan, dated July 1971.
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Procedures utilized during checkout were prepared in accovdance with
requirements of 1B63429, Test and Checkout Requirements, Specifications
and Criteria Drawing. Special constraints and remarks were ncted.

The TCRSC changes were very carefully controlled and required the

NASA approval. It proved to be a very valuable document not only

for specifying the requirements but also the mechanism to verify all
requirements were met.

Spacecraft checkout objective was to verify operational capability

by exercising each spacecraft element in such a manner as tc assure
operation within allowable test specifications and criteria as a

component, subsystem and all systems operating together.

Checkout was accomplizhed subsystem by subsystem to ascertain 1) all
components were properly installed and unctioned vroperly throughout
normal sequence of operation, 2) appropriate system leakage require-
ments vere met, and 3) each command response was within test speci-

fication and criteria established for each system/subsystem.

An All Systems Test was accomplished subsequent tu completing subsystem
testing. The AST simulated a compressed OWS-1 Mission, including
Prelaunch, Boost, Preactivation, Activation, Orbital Operations and
Deactivation. It was a functional test with all OWS systems active

in the required boost or orbital flight configurations, within the
constraints of ground testing. The AST was the final demonstration

at HB of OWS flight readiness.

The OWS was tested for lack of electromagnetic interactions, safety
margin of induced RF interference, and experiment/OWS radistion
susceptidbility. Acoustical noise measurements vere also included

as part of the AST.
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Spacecraft checkout at Huntington Beach contributed greatly toward
successful integrity verification of the spacecraft and launch prep-

aration activity of the Skylab.
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9.3’3

9.3.3.1

Conclusions and Recommendations

Component and Subsystem - The emphasis on qualification testing was to
develop a "low cost"/"bare bones" program. Criteria were: reduce test-
ing, reduce formality of testing, and reduce formal documentation
requirements. There was a continuing increase in dem;nd for technical
Justification to substantiate the need for a test and more techniéal
analysis was required to support rationale for qualification without
testing. Assembly or system level tests were performed in lieu of some
component level testing. This action created at least .wo problems:

(1) more components had to be gathered to complete the higher level
assembly/system tests and, therefore, test delays were evident, (2) tests
vere entered at a recognized higher risk because of the lack of component

level test. This caused further delays in the test program.

The emphasis of reduced formal ocumentation was recognized as a mis-
Judgment. The background, rationale, and Judgments made by the designers
wvas not readily available to the technical and yprogram management people
vho had the responsibility to assess the validity of the program to

make the spacecraft ready o fly. This problem was eventually corrected
by the development of the Test Assessment Document (TAD) ~s discussed

in paragraph 9.3.1.

In conclusion, the test approach taken did make the spacecraft ready to
fly. In-flight performance did shov that in three significant cases,
more testing should have been done. Those three were (1) meteoroid
shield vhich was lost during boost, (2) the refrigeration system radiator
by-pass valves that failed, While they did not cause a loss uf the
systems, anxiety was created, (3) late ground test results predicted that

the Wardroom and waste management heaters would fail. At the last minute

Q.bk?




9.3.3.2

spare heaters were launched. Inflight data indicated a change in per-
formance of the heaters, however, both did supply needed hot water

through the entire mission.

Recommenidations to consider for improvements in the quelif_.cation
approach are (1) a systematic approach should be developed to assess each
subsystem until all elements of the spacecraft have been analyzed and
documented to show the rationale to verify ready for flight by use of
tests, analysis, and similarity, (2) during the assessment phese the
components having a relative high risk of failing tests and causing
redesign should be identified as candidates for individual component
level testing as early as possible. This could help prevent test

stoppages and/or delays.

Post Manufacturing Checkout - The spacecraft checkout was performed in
detail to meet the Test and Checkout Requirements Specifications and
Criteria (TCKSC). The MDAC-W proposed concept of formalizing the TCRSC
for MSFC concurrence and preparing Test Outline Drawings (TOD's) for
esrly review and comment h»r MSFC, KSC, JSC, and in-house checkout
related organizations proved beneficial to establishing a solid founda-
tion for detailed procedure preparation. Adequate attention had teen
paid to the technical content of the tests. All procedures were vorked
through the procedure working group reviev teams and finalized prior to

testing. Therefore, there were no significant technical probiems.

The significant checkout problem was the misjudgment of the timing and
nagnitude of actual flight crew participation. The premise on which

the start of checkout vas prepared for and started, vas - the spacecraft
would be functionally checked first and then the flight crew would do

the things they planned separately. After the major part of the checkout
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procedures had been prepared, it was decided that the flight crew would
participate in subsystem checkout. They stipulated what tests they
desirea <o participate in and what parts of the test. In additior, it
thun became a requirement to reformat +the procedure into a crew
operating format. The format was to be as near identical to the

inflight procedure as possible, This then increased ta. crews famiiiar-
ity with systems and hardware functions and also allowed them to function
as near as possible to the anticipated flight procedure. After this

initial changeover the crew participation became routine and helpful.

The other significant problem was in attempting to get all the equip-
ment aboard for the Crew C2F2 (Crew Compart-cnt Fit and Function). This
spacecraft had significantly more equipment aboard then any previous
spacecraft, There were hundreds of storage iteams, many of which were
still undergoing modificetion, and there were many pieces oy experiment
equipment not readily available. The ultimate solution was performance
of the C2F2 in increments with that not performed being deferred to the

launch site.

The following recommendations should be considered on future programs
of a similar nature. The checkout plan should clearly recognize the
degree of flight crevw participation desired so that checkout procedures
are formated properly and consistently and are as near identical %o

inflight procedures as possible.

9=kl

 r————— s———

g ARG AE . S s e N

T
A\



Cadn v e o L

9.4

PRELAUNCH AND MISSION SUPPORT - The Orbital Workshop (OWS) prelaunch
and mission support provided b;r MDAC-W was effective in providing the
technical analysis, ground testing, and support hardware necessary to

support the NASA in the successful conclusion of the Skylab mission.

The organization of an MDAC-W OWS Prelaunch and Mission Support Team
including representatives from all program support organizations was
effective in providing an integrated and total response to all launch
and mission support demands. The use of program and engineering
personnel with in-depth experience in the design, development and
prelaunch verification of OWS systems proved invaluable in the rapia
assessment and complete response to mission support requests. The
inclosion of manufacturing operations and the various MDAC-W test sup-
port organizations as part of the OWS mission support team and the
assignment and control of hardware and test support activity through
t..2 basic mission support action assignment system proved very effec-
tive. Hardware and test activities were accomplished in concert with

mission support reguirements and were provided in a timely manner.

OWS mission support requests were formally documented by an MDAC-W
action request and assigned to the appropriate missjion support team
representative for response. Responses received e technical and pro-
grar review to verify their completeness and accuracy prior to
transmittal to MSFC. During the Skyla® (SL) mission one thousand
twelve (1012) action requests were processed by MDAC-W. The system
developed for action item assignment, tracking, review, and response

was effective in providing accurate and timely support.

The OWS mission support facilities at Huntington Beach proved to be

satisfactory in providing the communication channels and work areas
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necessary for mission monitoring and action response coordination. Of
particular tenefit were the NASA provided mission voice networks for
real time monitoring of the air-to-ground crew conversations and the
JSC flight directors communication loop. Real time dats availability
at Huntington Beach was limited to what could be received via telephone
from MSFC. This resulted in a constraint to understanding and provid-
ing fast response for some of the more complex technical problems.
Another significant constraint was the inability to transmit written
material in & timely manner. There was a large volume of written
material requirin, transmission between MSFC and Huntington Beach. The
magnafax transmission equipment provided was too slow (6 minutes per

page) and very often caused delay of required information.

The following recommendations should be considered for future programs:
provide a data terminal at each support location which would allow
receipt of real time or near real time flight telemetry data for sup-
port of problem resolution, and provide a capability for timely
transnission [e.g., Long Distance Xeroxgraphy (LDX)] of written

material between 21l mission support locations.

9-L6
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SECTION 10 - BIBLIOGRAPHY

10.1  SPECIFICATION'S/PROGRAM DOCUMENTS

DOCUMENT

CP2080J1C

DAC-56618A
DAC-56689A

DAC-56692A

DAC-5669TA
DAC-56TO01A

DAC-56T2kA

MDC GO83TC
MDC GO9LUS
MDC G2Lzo

MDC GO397

MDC GO1TLA

MDC GOOl7

LOM35631E

DATE OF ISSUE

26 November 1969

26 September 1969
23 January 1970

26 September 1969

26 September 1969
26 September 1969

26 September 1969

17 September 1971
June 1971
October, 1971

August, 1971

24 February 1970

26 September 1969

18 March 1970

101

TITLE

Contract End Item Deatil
Specification (Prime Equipment),
Performance/Design Requirements
Quality Program Plan

Configuration Management Plan

Ground Support Equipment Model
Specifications

Test Plan
Reliability Program Plan

Government Furnished Property
Requirements

Operational Nomemclature
Critical Ccmponents List
Snap/Velcro Restraints

High Fidelity Mockup Program
Requirements

Engineering Mockup/One-G
Trainer Program Requirements

Dynamic Test Article Program
Requirements

Power Allocation Document
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10.2 SYSTEMS ENGINEERING STUDY REPORTS

REPORT NUMBER DATE ISSUED TITLE
MDC GOO31-P 1-15-T0 SATURN V WORKSHOP WATER SYSTEM
SUMMARY: Trade Study directed toward establishing the configuration of
the water system for the "Dry" Orbital Workshop. Study is
divided into three basic sections: Water Distribution System;
Water Storage Container; Water Storage Container Installation
MDC GO033-P 2=17-T0 ORBITAL WORKSHOP PRESSURIZATION AND VENT
SYSTEM REQUIREMENTS
SUMMARY : Study documents the selection of a system for .ressurization
and venting of the OWS tanks during launch and orbital coast.
MDC GOOk1-P 2-2-T0 INTELSAT IV ANTENNA INSTALLATION FEASIBILITY
STUDY
SUMMARY: Study initiated to establish the feasibility of installing both
the refrigeration subsystem radiator and the intelsat antenna
in the aft interstage area of the Saturn Workshop. Study was
terminated by NASA prior to completion.
MDC GQOL7T-P 3-17=T0 OWS PASSIVE THERMAL CONTROL STUDY
SUMMARY: An evaluation of the thermal control requirements for the OWS
made to define potential passive system changes to meet CEI
Specification habitation temperature criteria. Primary emphasis
was on external tank and meteoroid shield "optical" coatings.
MDC GO052-P 2-16-T0 SOLAR ARRAY SYSTEM DESIGN DESCRIPTION
SUMMARY: Document summarizes the results of a Preliminary Design Study
on the Workshop Solar Array System.
MDC GO053-P 1-15-T0 SCIENTIFIC AIRLOCK (SAL) INSTALLATION STUDY
SUMMARY: Study reviews the SAL design and documents the structural and

and mechanical modifications required to meet OWS requirements.
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REPORT NUMBER DATE ISSUED TITLE
MDG GOO55-P 1-29-T0 WINDOW INSTALLATION IN OWS WARDROOM
SUMMARY : Study compares window designs already made and in some cases
flown on existing Apollo craft. Window location inf'ormation
is derived for optimum viewing. Several alternate designs are
presented along with a discussion of their relative merits to
aid in eventual selection.
MDC GOO056-P 1-21~T70 A GASEOUS OXYGEN RECHARGE SYSTEM TO SUPPORT SVWS
EXPERIMENTS M509/T020
SUMMARY : Study provides definition of a Gaseous Oxygen recharge system
for use in conjunction with experiments M509 and T020.
MDC G0058-P 12-29-69 AM/OWS TRANSIENT GENERATION AND SUSCEPTIBILITY
LEVEL DISPARITY
SUMMARY: Study documents the impact of increasing susceptibility levels
to #50 volts.
MDC GOO59-P 3-31~T0 OWS ORBITAL STORAGE TRADE STUDY
SUMMARY: Study to determine if the OWS internal hardware could be stored
in orbit between habitation periods at near vacuum conditions
and remain functional for subsequent use. Electrical and
Habitability Support System equipment, sealing devices, and
experiments were considered.
MDC GOQ60-P 1-29-70 ORBITAL WORKSHOP PERSONAL WASH SYSTEM
SUMMARY: Trade study to evaluate wash systems for the personal hygiene
of the OWS crew. Failure to find a satisfactory filter for the
baseline system air-water separator required a study of alternate
approaches to crew hygiene and wash water collection methods.
MDC GO061-P 1-29-T0 THRUSTER ATTITUDE CONTROL SYSTEM (TACS)
SUMMARY : Trade Study compares the use of the Saturn Control Relay Package

(CRP), P/N 1B5TT31, to a d-sign concept which uses relay modules
containing the general purpose 10 Amp relays, P/N 1B66900, used
on the Mainline Saturn Program.
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REPORT NUMBER
MDC GO062--P

SUMMARY :

MDC GOO6L-P

SUMMARY :

MDC GOO65P

SUMMARY :

MDC GOO6T-P

SUMMARY :

MDC GOO68-P

SUMMARY:

MDC GOO69-P

SUMMARY :

ATRE aa - eut

DATE ISSUED TITLE
1-16-T0 URINE POOLING STUDY, TECHNICAL (REVISED 5 FEB. 70)

Trade Study to analyze a 2h-hour pooled urine sample technique
with optional processing of:

(a) 100% dried
(b) 120 ML sample dried
(e) 120 ML frozen sample

Study takes these options and compares them to the Baseline
System to develop the measure of advanteges in volume, electrical :
energy and return weights, ;

2-18-T0 ORBITAL WORKSHOP POSIGRADE AV SYSTEM STUDY TO
ELIMINATE SHROUD RECONTACT POSSIBILITY
Trade Study of Propulsive Venting Systems to determine the most
promising design approach for imparting a posigrade AV to the

OWS. A delta velocity of four feet per second was used to avoid
recontacting the payload shroud.

1-22-T0 TACS MISSION IMPULSE INCREASE USING ELECTRICAL
HEATERS
Study on a means of maximizing Thruster Attitude Control System
(TACS) impulse by utilizing active thermal control.
1-29-T0 FILM VAULT STUDIES

Study of design approaches to the storing of film,

1-29-T0 OWS EXPENDABLES

Study to identify required quantities of expendables for the
dry version of the OWS and document the ground rules and :
rationale used in their determination.

2-19-70 LIGHT BAFFLING STUDY )
Study to determine the optimum method or methods of providing

a means for light baffling in the sleep compartment and
wardroom. Total darkness was chosen as a design goal.
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REPORT NUMBER

DATE ISSUED TITLE

MDC GOOTO-P

SUMMARY :

MDC GOOT1-P

SUMMARY :

MDC GOOT4-P

SUMMARY :

MDC GOQT5~P

SUMMARY:

MDC GOOT6-P

SUMMARY :

2-11-T0 TRADEOFF STUDY GAS SUPPLIES FOR WATER SYSTEM ' %
PRESSURIZATION & METABOLIC ANALYZER FOR .
SATURN WORKSHOP #1

Study to evaluate alternate methods and configurations for
supplying gas for pressurizing the water system that supplies
the OWS with water for metabolic and hygienic needs, and
secondly, to evaluate alternate methods of connecting the

gas supply lines into the Airlock Module Supply System.

2-10-T0 IMPACT ASSOCIATED WITH REVISED ACOUSTIC, SHOCK,
AND VIBRATION CRITERIA FOR THE SATURN V
ORBITAL WORKSHOP

Study documents the effect of the increased environments,
resulting from the conversion to a "dry" Workshop, on the OWS
Test Program. Design procedures which minimize the impact of
the increased environments are recommended.

2-2L4-70 URINE FREEZING STUDY

Study to determine the optimum method to implement a urine
sampling and freezing system. Consideration was given to the
following:

(a) Total mass determination
(b) Alternative methods and procedures for obtaining
measured samples
(c) Methods of freezing and storing samples :
(d) Methods of packaging samples for return
(e) Available space in CSM for sample return

3-13-T0 TRASH AND DISPOSAL STUDY .

Trash Disposal System Study used to develop a current "trash
model" procedure for trash disposal and determine the size of
the screen in the LOX tank.

4-3-70 ISOLATION OF GAS SUPPLY FOR SWS THRUSTER ATTITUDE
(Revised CONTROL SYSTEM TRADE STUL (REVISED 30 JUNE 'T1)
6-30-70)

Study ~ddresses TACS Gas Supply Isolation of the systems presented,
selects the optimum with respect to performarce, hardware develop-
ment, reliability, development and qualification testing, cost

and schedule, The primary objective was to complete the 236 day
mission or, in the event of a leak, complete as much of the
mission as possible.
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REPORT NUMBER
MDC GOOTT-P

SUMMAFY :

MDC GOOT8-P

SUMMARY :

MDC GOOT9=-P

SUMMARY :

MDC GOO080-P

SUMMARY :

MDC GOO81-P

SUMMARY :

MDC GOO088-PA

SUMMARY :

2 385, e S SR

DATE ISSUED TITLE

3=-25-T0 PRELIMINARY DESIGN/TRADE STUDY FOR CONTINGENCY é
ACCESS TO SATURN WORKSHOP ON LAUNCH PAD :

Preliminary design/trade study which led to development of a
design concept for adapting the catwalk end to the stage side.

3-31-T0 USE OF APOLLO SCIENTIFIC AIRLOCK ORBITAL WORKSHOP

Study to identify changes to the SAL to assure that the Experiment/
SAL interface is operationally compatible. Study established
structural and dimensional limitations to be included on experi-
ment ICD's,

§-4-T0 STUDY TO DETERMINE THERMAL CONTROL SYSTEM REQUIREMENTS
FOR A 50° INCLINATION ORBIT VOL. I TECHNICAL REPORT

Study determines the impact of a change in mission inclination
angle from 35° to 50° and recommends system changes to the OWS
to satisfy crew comfort criteria.

5=4-T0 STUDY TO DETERMINE THERMAL CONTROL SYSTEM REQUIREMENTS
FOR A 50° INCLINATION ORBIT VOL. II APPENDICES

Study presents supplemental data used to assemble the results
contained in MDC GOOT9-P.

4-1k-T0 DELETION OF THE S-IVB ULLAGE ROCKETS 4

Study identifies advantages and disadvantages associated with
the deletion of the S-IVB ullage rockets. A summary of all
potential problem areas and their final assessment is presented.

12-18-T0 EFFECT OF EARTH RESOURCES AND RENDEZVOUS
MANEUVERS ON THE ORXBITAL WORKSHOP

Study assessed the compatibility of components with the ;
X~-IOP/2~LV attitude required for rendezvous and defined the OWS
subsystem performance and limitations during the revised earth
resources X-IOP/Z-LV maneuvers.
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REPORT NUMBER DATE ISSUED TITLE
MDC GO0O89-P 6-19-T0 380,000 LB. SEC. THRUSTER ATTITUDE CONTROL SYSTEM

SUMMARY : Study presents a design for & 380,000 pound-second cold Gas
Attitude Ccatrol System for the Saturn V Workshop. The selected
impulse was based on a back-up capability requirement for a
control moment gyro failure., Also, this impulse level is
believed to represent the practical upper limit of a cold gas
system for workshop applications.

MDC GOQ90-P 7-13-T0 SOLAR ARRAY SYSTEM (SAS) DEPLOYMENT CONSTRAINT STUDY

SUMMARY : Investigation of all factors influencing the time when the SAS
could be deployed. Study recommended a sequence of events for
the identified influencing factors including actual SAS deploy-
ment and detailed the constraints dictating this sequence.

MDC GO092-P 7-27-T0 LOOSE ITEMS AND DEBRIS DETECTION AND REMOVAIL FROM
(Revised ORBITAL WORKSHOP
9-9-T0)

SUMMARY: An analysis of the impact of tumbling or rolling the OWS to
dislodge, detect, and recover loose articles for contamination
control.

MDC GQO93-P 9-8-T0 METHODS TC REDUCE POSSIBILITY OF REFRIGERANT
LEAKAGE IN THE OV

SUMMARY: Trade-off Study to evaluate means of reducing or eliminating a
possible fire hazard resulting from leakage of OWS refrigerant.

MDC GOO83-P 4=-27-70 ORBITAL WORKSHOP VENTILATION AND COOLING
(Revised DURING GROUND OPERATIONS
9-28-70)

SUMMARY: A study to (1) determine the optimum method of ground conditioning.
Assuming OWS internal temperature requirements are LO°F to 80°F
and thst ground conditioning should maint .in this temperature
level for the 20 days preceding launch, (2) define *he aft inter-
svage prelaunch temperature purge requirements, and (3) identify
the nominal purge gas temperature and the required tolerance
band.
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REPORT NUMBER
MDC GOO8L-P

SUMMARY :

MDC GO085-P

SUMMARY :

MDC GOO86-P

SUMMARY :

MDC GOO8T-P

SUMMARY :

MDC GOO9L-P

SUMMARY :

MDC GOO95-P

SUMMARY :

DATE ISSUED TITLE
T-27-70 ORBITAL WORKSHOP LEAK DETECTION AND REPAIR

Study defines requirements for a hand held portable leak
detector. Established C&W displays, meteoroid penetration
probability, and evaluated present availability of leak
detection device.

5=-25=-T0 LIGHTNING PROTECTION - OWS

Study to investigate possible effects of lightning on the OWS
hardware. Applicable review of the Apollo 12 incident were
utilized to explain where similarity exists between the S-IVB
stage and the OWS. Capability of the OWS to withstand any
induced transient voltage or current was evaluated.

6-10-T0 NITROGEN GAS SUPPLY FOR WATER SYSTEM
PRESSURIZATION FOR ORBITAL WORKSHOP

Study identified the optimum method of supplying N2 gas as
pressurant to the OWS water bottles.

7-27-T0 ORBITAL WORKSHOP COMPLIANCE EVALUATION TO THE MANNED
(Revised SPACECRAFT CENTER STANDARDS & CRITERIA DOCUMENT
3-15-T1) MSCM 3080

Review of "Manned Spacecraft Criteria & Standards" (MSCM 8080),

dated January 8, 1969, and determination c¢f OWS compliance or
noncompliance for each requirement.

8-3-70 DESIGN REQUIREMENTS FOR THE ORBITAL WORKSHOP
(OWS) REFRIGERATION SUBSYSTHEM

Study the refrigeration logic unit to determine if the logic is

too complex. Study documents investigation and updates, evaluates,

and clarifies the design requirements.

8-20-T0 FIRE DETECTION SYSTEM STUDY

Trade study aimed at selecting sensor coverage - double or voting,

and definition of the sensor quantities. Study defines coverage
area and logic.
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DATE ISSUED TITLE

Documents stowage PDR conducted on June 26, 1970.

WATER TANXS

Trade Study to determine the optimum method of extracting and
using residual (unused) water from each water tank.

9-8-T0 SKYLAB A OPERATIONAL ACOUSTIC NOISE STUDY

Trade Study to determine if special methods of controlling
(1imiting) on-orbit noise level and acoustic characteristics
in the OWS to attain the limits specified .n the CEI, were
required. Recommended methods were to be compatible with

interior decor, flammability requirements, thermal heat balance,

etc. Minimum change to the equipment sources generating noise

ORBITAL WORKSHOP WASTE/TRASH DISPOSAL
GENERAL REQUIREMENTS

Tabulation and incorporation of Cluster Trash into a trash

METHODS OF CLUSTER ODOR CONTROL WHICH CAN BE
INCORPORATED INTO THE OWS

Definitio. and evaluation of methods of Cluster Odor Control
vhich can be incorporated within the OWS.

CREW TASKS EVALUATION "POTABLE" WATER SYSTEM
IMPROVEMENT

Review existing OWS water system design ani identify changes
vhich would simplify crew tasks and procedures. Identify
potential design improvements and make recommendation relative
to their incorporation.

STAINLESS STEEL/OXYGEN COMPATIBILITY

REPORT NUMBER
MDC GOQ%-P 8-12-T70
SI/MMARY :
MDC GO098-P 8-25-T0
SUMMARY :
MDC C0099-P
SUMMARY :
was desireble.
MDC GO100-P 8-28-T0
SUMMARY :
model.
MDC GO101-P 9-14-70
SUMMARY :
MDC GOl102-P 1-28-T1
SUMMARY :
MDC GO103-P 10-9-T0
SUMMARY :

Study established design practices for oxygen-stainless steel
systems. Assembled currently available data on metal combus-
tion properties with oxygen. (Considered system pressures,
temperature melting points, and any other pertinent data).
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REPORT NUMBER

MDC GO104-P

SUMMARY :

MDC GO105-P

SUMMARY :

MDC GO106-P

SUMMARY :

MDC GO107-P

SUMMARY :

MDC GO108-P

SUMMARY :

MDC GO109-P

SUMMARY :

DATE ISSUED TITLE
11-13-T0 MICROBIOLOGICAL CONTROL/OWS ATMOSPHERE CONTROL
SYSTEMS

Review of NASA request for microbiological control of Atmosphere
Control System. Study analyzed problem and OWS system capa=~
bilities and provided conclusions and recommendations.

9-29-T0 ORBITAL WORKSHOP (OWS) PRODUCTION ACCEPTANCE
TESTING (PAT) WITH INDUCED ENVIRONMENTS

Study to determine OWS production acceptance environmental
testing requirements.

10-16-T0 FIIM VAULT HUMIDITY CONTROL

Study examined candidate methods and recommended means of
maintaining film vault humidity at 45 + 15%.

11-3-70 PRELIMINARY DESIGN CONCEPTS OF WASTE MANAGEMENT
COMPARTMENT ATMOSPHERIC FILTRATION

Study develops several preliminary design concepts for catching
hair, fingernails, dandruff, whiskers, etc. in the waste manage~
ment compartment. Consider as a high priority, placing adequate
filtration in the WMC ventilation fan fur this purpose.

10-26-T0 SIMULATED OWS FORWARD DOME FOR VIBROACOUSTIC PAYLOAD
TEST (PHASE II)

Determine the most feasible and economical means of providing an
OWS Forward Dome Assexbly including the OWS hatch to meet the
technical requirements of the vibro-acoustic payload test program
(Phase II).

11-9-T0 RETRO-ROCKET PLIME IMPINGEMENT ON SOLAR ARRAY SYSTEM
Study examines candidate methods and recommends means of preventing
retro-rocket plume impingement upon and through the solar array

fairing assembly purge vent valves vhich might cause damage or
degradation of their on-orbdit performance.

10-10
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REPORT NUMBER

MDC GO110-P

SUMMARY :

MDC GOl111-P

SUMMARY :

MDC GOl112-P

SUMMARY :

MDC GOl11Lk-P

SUMMARY :

MDC GO115-P
SUMMARY :

DATE ISSUED TITLE

1-11-T1 METHODS OF PRESERVING SURFACE OPTICAL PROPERTIES
OF S-13G COATING ON ORBITAL WOIKSHOP

Determine the likelihood of having to clean the low solar
absorbence coating on the OW3 (S-13G) to remove excessive dirt
and bring the thermal characteristics back to an acceptable
level.

Determine if it is more efficient to inspect and subsequently
clean the coating if required or install a protective cover
that would be removed just prior to launch.

Considerations should include but not be limited to the following:

Length of time the OWS will be on the pad

Accessibility of coated areas

Total area coated with S-13GC

Complexity of a cover designed to withstand wind, rain, etec.
Past experience with mainline vehicles

Duration cf tasks as opposed to available time

00000

Summarize the preceding and recommend a course of action.

11-19-70 ORBITAL WORKSHOP SUIT CONDITIONING STATION -

ALTERNATE BLOWER AND CONCEPT STUDY
Study evaluated blowers other than the high cost waste manage-
ment unit and investigated an alternate concept of utilizing
the environmental control system as a source of blown air for
the pressure suit conditioning station.

12-28-70 CLUSTER WEIGHT/MASS REDUCTION BY WATER REMOVAL
Determination of the optimum water bottles to be removed (and/or
launched empty) to avoid mass saturation of the Skylab contrsl
moment gyros during X-LV gravity gradient,

2-4b-T1 ORBITAL WORKSHOP CONDENSATION CONTROL STUDY
Perform conceptual design and prepare gross impact for systems to
backup/enhance or replace the existing hest pipe systen.

2-1-T1 TRASH AIRLOCK CONTINGENCY/MALFUNCT.ON STUDY

Conduct a study to evaluate contingency actions in the event of
a failure of the trash disposal airlock. Evaluate test program.

10=-11



REPORY NUMBER

DATE I3SUED TITLE

MDC

MDC

MDC

MDC

GO116-P

SUMMARY :

GO117-P

SUMMARY :

G0118-P

SUMMARY :

G0119-P
SUMMARY :

G2161-P

SUMMARY :

G2162-P

SUMMARY :

02-05-T1 EVALUATION OF METEOROID RE™™RT KIT

Review existing meteoroid penetration repair techniques and
comment on their adequac,. Recommend new techniques where
approrriate, Evaluate the list of maintenance and operational
tools/materials cont "ned in Le¢3ign Requirements Drawing
1880699, Identify & ditional tools required.

03-01-71 EVALUATION OF MiTHODS OF PREVELTING ICING OF THE
WASTE TANK NPV SYSTEM

Condurt further studies to substantiate t..e decision that
control venting of tue LOX tank will not be implemented. Pre-
sent tn MSFC the substantieting analysis to assure that no
problems will be encountered by using the LOX tank for waste
disposal will not occur.

02-19-T1 '"RANSFER AND DISPOSAL OF SERVICE MODULE rUEL CELL
GENERATED WATER

Determine methods of draining CSM fuel cell water into an OWS
water tank. Consider hardline and drag through hose concepts.

02-25=T1 ON-ORBIT TRANSFER STOWAGE STUDY
Perform the stowage studies requested by SED-208-07-0020k.
03-01=-T1 SATURN SYSTEMS ENGINFERING TRADEOFF STUDY REPOKRT
IN-FLIGHT SERVICING OF EXTRAVEHICULAR ACTIVITY
UMBILICALS
Perform a trade study relative to in-flight servicing of the
dry AM EVA umrilicals. Propare data relative to the design and
operational characteristics of the water system. Data will be
used in an MDAC-East presentation to NASA.

0k-26-T1 PRELIMINARY TEST PLAN ORBITAL WORKSHOP CONTINGENCY
TRASH PROCESSING VERIFICATION TESTS

Study and present a preliminary design relative to contingency
trash disposal via election through the Scientific Airlock (SAL).

10-12



REPORT NUMBER

DATE ISSUrD TITLE

MDC G2163-P

SUMMARY :

G216L4-P

SUMMARY :

MDC G2165-P

SUMMARY :

MDC G2166-P

SUMMARY :

MDC G2167-P

SUMMARY :

MDC G2168-P

SUMMARY :

06-09-T1 PROCEDURES FOR DETERMINING THE EFFECTS OF ORBITAL

WORKSHOP WEIGHT CHANGES ON ATTITUDE CONTROL MARGINS

Develop graphical aids which can be used to determine the effect
of a weight change upon attitude control margin.

07-02-T1 FIXED METEOROID SHIELD STUDY

Generate the appropriate data and -.repare viewgraphs on the
feasibility/merits of a fixed meteoroid shield.

PRELIMINARY DESIGN OF THE NITROGEN PURGE SYSTEM FOR
THE ORBITAL WORKSHOP SOLAR ARRAY SYSTEM

07-26-T1

Determine methods of maintaining suitable environmentel conditions
for the solar cells in the beam/fairing during operations at the
following locations:

1. Within the VAB.

2. During rollout.

3. On the launch pad prior to LOX chilldown in the S-II stage.
4. During cryogenic chilidown and until liftoff.

07-23-T1 ORBITAL WORKSHOP METEOROID SHIELD RELEASE SYSTEM

DESIGN ALTERNATES

Evaluate alternate methods of meteoroid shield deployment.

EFFECT UPON OWS SYSTEMS OF ACCOMMODATING EARTH RE-
SOURCES EXPERIMENT PASSES AT ANYTIME

07-28-T1

Assess or define the OWS subsystem performance and limitations
during the revised earth resources X-IOP/Z~LV maneuvers.

EVALUATION OF CONTAMINATION GENERATED BY WASTE DIS-
POSAL THROUGH THE WASTE TANK NPV DUCTS

09=-16-T1

Conduct a survey to establish performance of all materials dumped
into and vented out of the waste tank. The survey is to be
summarized in two forms:

1. A viewgraph presentation.
2. A Systems Engineering Study Report.

10-13
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REPORT NUMBER

DATE ISSUED TITLE

MDC G2169-P

MDC

MDC

MDC

MDC

MDC

MDC

SUMMARY :

G2170-P

SUMMARY :

G2171~P

SUMMARY :

G2172-P

SUMMARY :

G2173-P

SUMMARY :

G21T7L-P

SUMMARY :

G2175-P

SUMMARY :

10-11-T1 EFFECTS OF CMG DESATURATION MANEUVERS AND Z-LV MAN-
EUVERS UPON WORKSHOP SYSTEMS PERFORMANCE

Determine the effect of CMG desaturation maneuvers during Z-LV on
the refrigeration subsystem. Determine necessary desaturation
maneuver constraints and/or system performance deviations re-
quired to accommcdate specified maneuvers.

09-30-T1 AN EVALUATION OF MEANS TO CONTROL OWS SAS GROUND
(Preliminary) PURGE, ASCENT VENTING, AND RETRO ROCKET PLUME
CONTAMINATION

Update preliminary study on SAS vent valve and plume impingement
protection,

10-05-T1 ORBITAL WORKSHOP METEOROID SHIELD PNEUMATIC SEPARA-
TION SYSTEM

Evaluate alternate methcds of meteoroid shield deployment.

11-12-71 RATIONALE FOR THE SELECTION OF THE URINE SAMPLE
RETURN TRAY CONFIGURATION

Document the trade-offs and selected design that led to the
chamfered tank urine sample tray and separate dodecane tanks.

11-131-T1 ELIMINATION OF EXTERNAL OFTICAL CONTAMINATION FROM
AM AND OWS FREE WATER DUMPS

Conduct a study to identify methods to eliminate free water dumps
from the waste management compartment and wardroom lines into
the OWS waste tank,

11-30-72 OWS HABITABLE COMPARTMENT MAXIMUM PARTIAL PRESSURE
OF OXYGEN

Determine the maximum partial pressure of oxygen that may be
encountered in the OWS habitable compartment.

01-07-T2 GROUND COOLING AND PURGE REQUIREMENTS FOR THE OWS
HABITATION AREA

Re-evaluate the adequacy of the present purge system for the OWS

habitation area. Compare the present method with alternate
methods,

10-1h
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REPORT NUMBER

DATE ISSUED TITLE

MDC G2176-P

SUMMARY :

MDC G217T-P

SUMMARY :

MDC G2178-P

SUMMARY :

MDC G2180-P

SUMMARY :

MDC G2181-P

SUMMARY :

MDC G2784

SUMMARY :

MDC G281k

SUMMARY :

12-22-T71 ORBITAL WORKSHOP ATTITUDE CONSTRAINTS STUDY
(INTERIM REPORT)

Determine the effects of short term worst case attitudes and
associated attitude constraints.

01-25-72 STUDY OF CONTRAINTS ON MANEUVERING OF EVA CREWMEN
AND A CSM TO AVOID SHADOWING DAMAGE TO THE OWS SAS

Determine all constraints required to be imposed on planned mis-
sions to prevent unnecessary damage to the OWS SAS that could
occur as a result of array shadowing. Primary items to be

studied are (1) shadowing from CSM fly-around of the OWS and
(2) shadowing from EVA crewmen.

0l-27-T2 . PLUME SHIELD DELETION STUDY

Determine the effect on the performance of the refrigeration
subsystem due to removal of the plume shield.

0k-20-T2 REFRIGERATION SUBSYSTEM LEAK ISOLATION REPAIR

Determine techniques of isolating and repairing leaks in the re-
frigeration subsystem coolanol lines prior to launch.

05-01-T2 REDUNDANT RELEASE ACTUATOR FOR RADIATOR SHIELD
JETTISONING

Examine the existing single failure point in the radiator shield
Jettison mechanism and determine methods of providing redundancy.

11-10-T0 OWS REFRIGERATION SUBSYSTEM ALTERNATE COOLANT STUDY

Determine necessary equipment changes and desirability of
utilizing a fluid other than cooclanol.

01-31-T2 COOLANOL ASSURANCE PLAN
Define the overall approach used by MDAC-W to insure the leak

tight integrity and safety of coolanol-15 related systems in the
OWs.
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TEST PLAN DAC-5669TA, DEVELOPMENT TRSTS

10.3

TEST LINE TITLE
ITEM CREW ACCOMMODATIONS
CA-1 Floor Panel
CA-2 Floor & Wall (k.2 Grid)
CA-3 Wall & Floor Grid Splice
CA-b4 Thermal Curtain & Ceiling
CA-5 Green Alodine Coating
CA-6 Coating A! Foil MD-19
CA-T Colored Anodic Films
CA-8 Insulated Plug Assembly
CA-9 Portable Foot Restraints
CA-10 Portable Hand Hold
CA-11 Tether Attach Pin
CA-13 Exp Tube/CDF & EBW CDF
CA-14 Exp Tube
CA-18 Viewing Window & Instl
CA-21 Foam Insulation
CA-23 OWS Acoustic Evaluation
CA-27 View Window Int Shield
CA-28 Expand Tube & Strap Assy
CA=32 Meteorcid Shield Post

Instrumentation

CA-34 Met. Shield Deply Latch

REPORT NUMBER
RELATED /VENDOR

A3-860-KBBB-TM-115
A3-860-KBBB-TM-123
A3-860-KBBB-TM-124
MP 51591, MP 51692,

MP 51691
MP 51593, MP 51600
MP 51690, MP 5169k

DAC-62115 (PHASE 1
AND II)

DAC-62116

MP 51, 386
A3-250-KBBB-TM-131
TM-DSV-ACCB-190
TM~-DSV-ACCB-188
TM~-DSV-ACCB-18k4
TM-DSV-4B-MECH-R-6573 A
TM=-OWS -MECH-R-666U4

MDC G3365
MDC G3865

A3-250-ABA8-TM-138
A3~253-ABDL-TM-00kL
MDC G3372

MDC Gho22
Jet Research 1617 & 1618

MDC G3373

MDC G337

10-16

REPORT DATE

1
1k

27
4

1k

January 1968
February 1968
Decerber 1967

August 1970

August 1970

March 1968
February 1969
August 1968
May 1970
April 1970
April 1970
November 1969
February 1970

May 1972
October 1972

January 1971
June 1971
May 1972

January 1973

July 1972

May 1972




*

EXPERIMENT ACCOMMODATIONS

CX-1 Scientific Airlock

CX-5 PGA Air Flow Mod System

CX-T Film Vault Humidity

CXx-8 Film Vault Mat
Compatibility

CX-9 SAL/Experiments Desiccant
Unit

CX-11 Film Vault Mat Compat

DATA ACQUISITION

DA-1 Mult Sign Cond-Gen
DA-3 Fwd Sign Cond Panel
DA-k Fuse, Cart, Slk Mini
DA-5 Data Acquisition Comp

ENVIRONMENTAL CONTROL

EC-U LH2 Tank Seal Device
EC-5 Thermal Shield Ext
EC-6 Tank Radiant Heater
EC-T Duct Heater Assembly
EC-8 Fan Cluster Test

MDC Gb11S
TM-DSV-T7-SSL-R6952 A

MDC GL178
TM~DSVT7~F&M-RTOL9

TM-DSVT-SSL-R690L
TM-DSVT-SSL-R6930 A
MDC GL1T79
TM-DSVT-F&M-RT050

TM-DSVT-SSL-RT051

MDAC-ED REPORT
2175-02

2175-02 ADDENDUM
1, REV. A

TM-DSV-T-EE-R6763
B (Phase 1 and 2)
TM-DSV-T-EE-R6763
SUPPLEMENT 1 (3)
TM~DSVT-EE-R6T763
SUPPLEMENT 2 (L)
TM-DSVT-EE-R6658

TM-DSVT-EE-R6TTS B

MP 50, 885
A3-290-ABF5-TM-137
TM-DSVT-EE-R6786

TM-DSVT-PROP-R6601
TM-DSVT-EE-R6601-1 A

TM~-DSVT-ENV-R6T05

TM-DSVT-ENV-R6T05-1
TM-DSVT-MECH-R6705-2
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24

18

25

10

10

10

15

March 1973

April 1973

August 1971

February 1972

April 1973

July 1972

July 1969

October 1969

September 1971
November 1971

February 1972

December 1969

April 1971

April 1968
March 1970
February 1972

November 1969
May 1972

August 1970
December 1970
June 1970



EC-9
EC-10
EC-11

EC-26

EC-30
EC-33

EC-34

EC-L2

ELECTRICAL

Air Distridb Ceiling

Rm Fan Filter Test

Thermal Control Assembly

Ground Thermal Cond Syst

Fan, Portable
Fan Cluster Assembly

Room Fan Filter

Portable Fan - Vibration

SYSTEM

ES-1

ES-2

ES-3

ES-5

ES-6

LH2 Wicking & Ign

Cryo Mat Eval

Zero G Conn

Forward Dome Test

Cont & Displ Panel

HABITABILITY SUPPORT

HS-1
HS~3

HS-L

H8-5

Crew Restraints
Zero G Fecal Collector

Waste Col & Process

Urine Process & Stor

TM~250-ACMO-69-TM-189
TM-DSV7-F&M-R6753
TM-DSVT-EE-6Tk0
A3-250-ACM1~TM-207
AIRESEARCH

71-T7L41, REV 2
TM-DSVT-F&M-R6911
TM-DSVT7-F&M-RT022

MDC GL1T7
TM-DSV7-F&M-R6899

TM-DSVT-F&M-RT03L

DSV-LB-PROP-R6088

DSV-4B-EE-R6134
DSV-LB-EE-R613L,
Supplement-~1
TM-SIW-ENV-R6134-1

TM-SIW-EE-R65L8 A
TM-SIW-ENV-R6548-1
TM=-SIW-SSL-R6548-2
TM-DSVT-EE-R6906
MDC G2071

TM-DSVT-EE-R6696 B
TM-DSVT-ENV-R6636-1 A

TM-DSVT-SSL-R6901
TM-192, Vol I & II
A3-250-ACM2-1M-198
AE-250-ACM2-TM-201
A3-250-ACM2-TM-202
Fairchild MS115T0123
Fairchild MS115T0122

TM-DSV-ACM2-191
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20
30
1l

21

19

1k

30

15
11

11
23

16
29

22
2k

23
2k

19

December 1969
July 1971
March 1971

August 1972

July 1972
September 1972

April 1973

July 1972

October 1967

December 1967
April 1969

July 1969
September 1970
September 1969
August 1969
September 1971
March 1971

April 1971
July 1970

August 1971
July 1970
April 1972

September 1972
September 1972

May 1970
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HS-8

HS-10
HS-11

HS-12

HS-1k

HS-16
HS-2h

HS-25

HS-31
HS-32
HS-33

HS-34

HS-39

HS-L6

HS-L8

HS-51

HS=-55

Water Storage Assembtly

Food Reconst Disp Unit
Drink Water Dispenser

Water Heater

Microbiological Eqp

Per Hyg Water Disp
Trash Disp Airlock

Vac Outlet Valves

Radiator & Plume Shield
Water Storage Cont Bel
Cleansing Solution Test

Waste Management Odor Cont

UCMSS - Prelim Spec
Tests

Heater Controller

Wash Cloth Squeezer Assy

UCMSS - Two-Bag Urine

Urine Centr Sep Assy

MDC GL175 April 1973
TM-DSVT7-F&M-RT057,

Vol. I and II

TM-DSV~F&M-R6915 14 April 1¢72
TM-DSV-F&M-R6938 17 April 1972

MDC G39L45

Hamilton Standard
SVHSER 5728, Vol. I
and Supplement I,
Vol. II and Vol. III

November 1972

MDC GL156 April 1973
TM-DSVT7-F&M-R7058

TM-DSV7-F&M-R6760 15 October 1970
MDC G336k March 1973
TM-SIW-SSL-R6358 14 March 1969
TM-SIW-SSL-R6358-1 11 April 1969
TM-DSV7-SSL-R6358-2 7 January 1969
TM-DSVT-SSL-R6358-3 30 April 1970
TM-DSVT-F&M-R7060 11 October 1972
MDC G3611 19 October 1972
TM-OWS-SSL-R6703 8 May 1970

A3-250-ACM2-TM-203
Fairchild MS115T0086,
Barneby Cheney

2341-k and NASA Ltr.
PM-SL-256-T2H

October 1972

TM~-0WS=ACM2~193 20 November 1970
FH/RAD MS115T0029

TM-DSVT-EE-R6875
TM-DSVT7-EE-RE8T5 A

6 July 1971
18 August 1971
TM-DSVT-SSL-RT062 31 August 1972

TM-OWS-ACM2-196
FH/RAD MS115T0056

7 July 1971

A3-250-ACM2-TM~-204
Hamilton Standard .
SVHSER 5965, Vol. I, II, !
III, Book 1 and 2 :

September 1972
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HS-56

HS-59

HS-60

HS-61

HS-62

HS-64
HS-66
HS-67

HS-69
HS-T3

HS-T5

HS-TT

HS-T78

HS-80

HsS-81

HS-89

HS-92

Urine Sep Flush Disp Assy

Water Deionization Assy

Centr Sep (Plexiglass)

Two Bag Urine Tracer
Verification

Centr Sep Collect
Subsystem

Urine Freezer/Tray Frost
Pr Rel Valve, RTC

Trash Bags

Sleep Restraint Assy
Waste Tank Screen

Pressure Gage, Trash
Disposal Airlock
Radiator & Plume Shield

Potable Water Chiller

Condensate Dump Syst

Waste Tank - Screen Baffle

Urine Subsystem -
Redesigned

Htr Probe Back-up

TM-DSVT-F&M-6989 A

MDC Gk181

TM-DSVT-F&M~RT063 (S)

A3-250 ACM2-TM206
Hamilton S3tandard
SVHSER 5909

A3-250-ACM2-TM-205
Fairchild MS115T0092

MDC Gb132
TM-DSVT-SSL-RT06k

TM-DSVT-SSL-R6888
Sterer DTK-29L50-5 A

MDC GcLogl
TM-DSVT-SSL-RT066 A

Deleted by C.O. TS5
TM-DSVT-SSL-RT0LO
MDC G3377

MDC Gh23kh A
TM-.-DSVT-F&M-T068 A
MDC GLOS8T
AiResearch T2-8439,
Rev. 1

MDC GL203
TM-DSVT-SSL-RT069

TM-DSVT-SSL-RT039
MDC GL198
TM-DSVT-SSL-RT146
and Supplement I

MDC GL205
TM-DSVT7-SSL-RT167
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23

19

13

21

13

June 1972

April 1973

September 1973

September 1972

March 1973

July 1971
October 1971

February 1973

September 1972

April 1973

September 1973

March 1973

April 1973

April 1972

April 1973

April 1973
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SOLAR ARRAY SYSTEM

SA-2

SA-13

SA-1h

SA-15

SA-16

SA-17

SA-18

SA-20

SA-21

SA-22

One Third Wing Assy

Solar Cell Panel

Wing Release Mech Tube

Wing Rel Mech Exp Tube

Hinge Assembly Beam

SAS Beam Rel, Exp Tube

Actuator/Damper

Act/Damper W/Brkn Spring

Mag Rel Vent Module

SAS Vent Module

MDC GLOT8

TRW SAS.6-3189, SAS.
6-3189-1, SAS. 3189-2,
SAS. 6-3189-3, SAS.
6-2088 A

MDC G3958,

VOLS. I & KK

TRW SAS. 6-28L6

voLS. I, II, & III

TRW SAS. 4-3082
Apprendices:
A-8222.8-1815,
SAS.6-1590
B-8222.8-1876,
SAS.6-1591
c-8222.8-1881,
SAS.6-1595
D-EOS 3127-TVIR

TM-DSVT-F&M-R6835

MDC GcLokL9
TRW-SAS.6-2983 A

MDC G3958, Vols. I & II
TRW SAS.6-28L6

Vols. I, II & 111

MDC GLOSG
TRW-SAS.6-3188

TM-DSVT-F&M-R6894

A3-250-ACAB-TM-T
TRW-SAS.6-26L3

MDC GLO0O
TRW-SAS.6-3085
TRW=-SAS.6-236T,
8221.18-22, Add R612

TM-DSVT7-ENV-RT0k1
MDC Glcu6
TRW--SAS.6-3193,

SAS.6-3193-1, SAS.6-
3193-2
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30

February 1973

February 1973

July 1971
Geptember 1970,

September 1971

September 1972

September 1972

Ceptember 1972

September 1971

November 1971

January 1973

June 1972

January 1973
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THRUSTER ATTITUDE CONTROL

TC-~1

TC-10

TC-12

TC~1k

TC~lb

Thruster Module Assy
Bi-Metal Joint TACS Syst
TACS Valve Collar & Seal

Evaluation

TACS Pressure Switch

BALL VALVE

TM-DSVT-F&M-R6868
Vols. I, II & ILI

MDC GZ2113

MDC L4207

Valcor MR2T7700-
3671-368-1 & -2

MDC Gh209
TM-DSVT-F&M-~RT150

TM-DSVT-P /M-RT7219

10-22

, November 1972

September 1971

April 1973

Aprii 1273

21 Dec 1973




10.h TEST PLAN DAC-5669TA, QUALIFICATION TESTS

TEST LINE TITLE

ITEM CREW ACCOMMODATIONS
CA-12 Meteoroid Shield Rel Syst
CA-15 Exp Tube
CA-16 Spare Eun Stow Container
CA-19 Viewing Window & Instal
CA-30 Expand Tube/Strap Syst
CA-31 Expand Tube/Strap Full

Scale

COMMUNICATION SYSTEM

CS-3 Struct Mtd Cons Comp

DATA ACQUISITION

DA-8 Absolute Press Transducer
DA-9 Diff Press Transducer
DA-~10 Date Acq Modules

REPORT NUMBER
RELATED/VENDOR

TM-DSVT~F&M-R6890 A

TM-DSV7~-F&M-R6870 A
TM-DSVT-SSL-R68TL A

MDC G4112, Vols I,
II, & ITI
TM-DSVT-ENV-R7048 A

MDC G3761
Actron DSVT-DI-029

TM-DSVT-F&M-RTOL2 A

TV -DSVT-F&M-R70L3

MDC G3998
TM-DSVT-EE-T028

MDC GTO045
Statham L4308 &
4308B

MDC GLOoo2

Celesco Industries
QTR.630937, &

Add. 1 Rev. A
Dynacciences Corp.
QTR.630937, Rev. A

MDC GL0O0S
TM-DSVT-EE-RT052
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REPORT DATE
11 August 1972

28 June 1972
28 June 1972

March 1973

July 1972

28 July 1972

22 June 1972

November 1972

February 1973

March 1973

December 1972



ENVIRONMENTAL CONTROL

EC-2
EC-3

EC-Y

EC-12
EC-13

EC-15

EC-22

EC-27

EC-32

EC-36

EC-37
EC-38
EC-39

EC-L0

EC-k1

EC-bLk

EC-46

ELECTRICAIL

OWS Access Match
Bellows Seal Airlock

LH2 Tank Seal Device

Thermal Control Assembly
Solenoid Vent Valve

Fuel Tank Vent Duct Assy
Ext.

Hab Area Vent & Relief
Latching Vent & Relief
Valve

Ground Thermel Cond Syst

Short Duct Waste Tank NPV
System

Fan, Cluster Vib

Fan, WMC Vibration
Hab Area Vent Flex Line
Check Valve, Access Hatch

Pipe Assy - Wate Tank
Press

Heat Pipe Installaticn

Hatch Rod End Bearing
Vib Test

Entry Hatch - Repeat Cycle

SYSTEM

ES-h

ES-T

ES-11

Zero G Conn

Cont & Displ Panel

OWS Kolay Modules

MDC 3363
MDC 3363

TM-DSVT-F&M-R6823
MP-50 1] 885

TM-DSVT~EE-R6968
TM-DSVT~F&M-R6932

TM-DSVT~F&M-R6855

TM-DSVT-F&M-R6878

TM-DSVT-F&M-R7035 A
TM-DSV7-F&M-R69T3 B
MDC G101
TM~DSVT-ENV-R6889 A
TM-DSVT7-CNV~R6885
TM-DSVT-F&M-R6998 A
MDC G3375

TM~DSVT-F&M~R6999

TM~DSVT-ENV-RTO37

MDC G3376

MDC G3379

TM-DSVT-EE-R6970 A

MDC GhLo23
TM-DSVT-EE-R6931

TM-DSVT-EE-R69L3
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May 1972
May 1972

11 June 1971

2 October 1972
17 February 1972

11 June 1971

18 February 1972

25 September 1972

20 October 1972

Marca 1973

2% July 1971
27 October 1972
June 1972

3 April 1972

3 April 1972

May 1972

October 1972

23 August 1972

Fedbruary 1973

11 April 1972

L R,

RN




ES-13 30 Amp G.P. Relay
ES-~1k WMC C & D Panel
ES=15 Module, Isol. Diode
ES-16 Series Reg Module

HABITABILITY SUPPORT

HS-2 Waste Mgmt Subsystem

HS=-T Water Subsystem

HS-17 Per llygiene Subsystem

HS-19 Refrig Subsystem

HS-26 Vacuum Outlet System

HS=27 Apollo Blower

HS-28 Apollo System

H§-35 Pump Logic Control

H5-36 Radiator Bypass Valve
Controller

HS-41 Urine Freezer

TM-DSVT-EE-R68TT 11 November 1971

TM-DSVT~EE-R6939 28 April 1972

TM-DSVT-EE-RT053 A 28 September 1972

TM-DSV7-EE-RTO54 9 August 1972

MDC GHh176, Vols I,

11, 111, IV &V
TM-DSVT-SSL-RT055-1, =2,
-3, -U, =5 Rev A, -6

9 April 1972

& -7

MDC GL19L, Vols I, March 1973
TM-DSV-SSL-RT7056-4

MDC-GL19L Vols 11, April 1973

III, IV, VI & VII
TM-DSVT-SSL-RT056-2, -3,
=5, ‘6t '7‘ 8 & 9

MDC GL19L Vol VIII
TM-DSVT-SSL-RT056-10
MDC GL19L A Vol V
TM=-DSV7-SSL~RT056-1 A

October 1973

October 1973

TM-DSVT7-SSL-R6993 10 March 1973
MDC GLl80 Vols I,

11, III, Ive Vv
TM-DSVT-SSL-R6GLO,

‘5‘ -7 & -8
TM-DSVT-F&M-R69L0~2 L -6
TM-DSVT7-SSL-R69LO-1
TM-DSVT-SSL-R69L0-3
TM~DSVT=-F&M-REGLOSY
TM<DSVT-F&M=-RT060

April 1973

9 December 19T1
2h March 1972

9 August 1972
10 November 1977

MDC GU117
TM-DSVT=-SSL-RT059B

February 1973

TM-DSVT-EE-R6690 A 10 Mareh 1971

A3-250-ACM2-TM-195 22 January 1971
TM-DSVT-EE-R6967 28 June 1972

MDC GLOOU
TM-DSV'(-EE-RT027

Febtruary 1973

TM-DSVT-SSL-RT038 2 May 1972
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HS-k2 Urine Sample Return Stor MDC G3973 March 1973
Conteiner TM-DSVT-SSL-RT061 A
TM-DSVT~-ENV-RT061 &
Supplement 1

HS-65 1/2 Inch Vacuum TM-DSV7-SSL-RT0065 22 May 1972
HS-TY Biocide Wipes MDC GL233 April 1973
TM-DSVT7-8SL-RT06T
HS-T6 Bypuss Control Monitor TM-DSVT-EE-RTOT3 A 9 November 19,2
HS-85 Urine Freezer (Ur ne and MDC GUL150 April 1973
Blood) T™-DSV7-SSL-RT110
HS-86 Urine/Blcod Sample Return MDC GU152 April 1973
Storage Container TM-DSVT-SSL~RT111
HS-87 Heater Probe/Am Cond Dumm MDC GL20L April 1973
System TM~-DSVT-S3L~RT1LL (S)
KS-88 Coolant Pump Inverter MDC GL193 April 1973
TM-DSVT-EE-RT1LS
HS-90 Urine Subsystem - MDC GUL199 April 1973
Pedesigned TM=DSVT-SSL-2T1LT (S)
HS-91 Urine Bag Assy MDC GL196 April 1973
Hamilton Standard
SVHSER 6048
HS-94 Water Heatcr TM=DSVT-P /M-RT228

TM-OWS-ENV-RT210

JLLUMINATION SYSTEM

1s-1 General I(llumination Light TM-DSVT-EE-R6924 26 May 1972

15T General Illumination Light MDC GU155 March 1973
TM-DSVT-ENV=-RT107

SOLAR ARRAY_ SYSTEM

SA-1 Solar Cell Panel MDC G3958, Vols I & II Feb. .ary 1973
TRW-SAS.6-2846
Vols I, II, III
MDC GL039, Vols I, II, February 1973
ITI & IV
TRW SAS. 4=3130 A,
Vols I, Il & III
SAS. 62,07 (71-822kL.5-42);
6-3023; S5AS.6-3225
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SA-3

SA-L

SA-5

SA-19

SA-23

SA-26

SAS Pwr Unit & Conn

Solar Array System

CDF Manif Instal

Actuator/Damper

SAS Vent Module

Cinch Bar/Seal

THRUSTER ATTITUDE CONTROL

TC-2

TC-8
TC-9
TC-11

TC-13

Thruster Module Assy

TACS Timer Module
TACS Pressure Sphere
TACS Timer Delay Module

TACS Temp Probe & Press
Switch

MDC G3999
TM-DSVT-EE-K6951

MDC Gh32, Vols I, IT,
117 & IV

TRW SAS. 6-3179, -1,
-2, & =3

TM-DSVT-F&M-R6T788 A
MDC GLO4T, Vols I

& II

TRW SAS.6-3192, -1
-2, -3 & -k

MDC G3950
TRW SAS.6-319h4, -1 & -2

MDC G3932
TRW SAS.6-3191, -1 & -2

MDC GL206, Vols I,
II, III & IV
TM-DSVT-F&M-RT7072
TM-DSVT-EE-R69L6
MDC G2119
TM-DSVT-EE-R69T1

MDC GL208
TM~DSVT-F&M-RT1L9

December 1972

January 1973

19 February 1971

January 1973

November 1972

November 1972

April 1973

19 April 1972
May 1972
26 July 1972

April 1973



10.5 TEST PLAN DAC~5669TA, SPECIAL TFSTS

*

TEST LINE TITLE
ITEM CREW ACCOMMODATIONS
*ST-1, Neutral Buoyancy Tests
*¥5T-2 Zero G Test Program
ST=-T7 SAS Cell Sunlight
Test
ST-8 SAS Panel Sunlight Test
#35T-9 SAS Module Shadow Test
ST~-11 M-L87 Stowage Container
ST-12 Flowmeter Transducer
ST-13 Pneumatic Separator Syst
Meteoroid Shield
ST-1L Meteoroi¢ Shield Depl STA
ST-15 Vent Mod Test @ KSC
T-16 Spring Loaded Mech
#ST-17 Coolanol 15/Water Oral

Sensitivity

REPORT NOT TRANSMITTED TO CUSTOMER

REPORT NUMBER
RELATED /VENDOR

Test performed by MSFC

Test performed by MSFC

Martin Marietta
MCR-T1-320, Vols I & II

Martin Marietta
MCR-T1-320, Vols III,
IV &V

TRW-SAS.4-3117,
Vol II & Append. A
SAS. L4.3132

MDC cLo89
TM-DSVT~-ENV-R-T033 A

MDC L192
Quantum Dyn L82-
11 and 482-12

MDC G2171-P
TM-OWS-F&M~-R6926

MDC G3369

MDC G3378
A3-250-ACAB-TM-208
TRW SAS.6-3190

MDC G3993

TRW SAS.6-3195
TM-DSVT-ENV-R7071 A

MDC Gh22T
TM=-DSVT-SSL-RT029
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REPORT DATE

—

13 April 1972

13 April 1972

November 1971

April 1972

9 February 1973

April 1973

S October 1972

August 1972

January 1973

February 1973

April 1973
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ST-18

ST-19

ST-20

*¥3T-23

*#ST-24

ST-27
ST-26
ST-29

ST-31

ST-3k4

ST-35

ST-38

ST-39

*ST-LO

*ST-41

ST-L3

SAS Solar Cell

RSS Component Evaluation

M-487 Stowage Container
(Modified)

Film Equipment, GFE

Expandable Tube/SAS Strap

Stowed Items Life Test
Butterfly Hinge, Met Shield
SAS Solar C2lls

Urine Subsystem - Redesign
Mosite & Polyfoam Odor
Generation

Trash Lock Funct.
Compativility

Met. Shield-Debonded
B/F Finge

TACS Temp. Probe - Leak
Test

SAS Fairing Test-Deorbit
Loads

Meteoroid Shield Leading
Edge Ballooning Test

SAS Fairing Test-Deorbit
Loads

MDC GL039
TRW-SAS.L4-3130 A
Vols I, II & III
SAS.6-2707
(71-822k4.5-24)
SAS.6-3023
SAS.6-3225

MDC GkL135
TM-DSVT-ENV-RTOL6
MDC GLO9O
TM-DSVT-ENV-RT098

MDC GL0O91

Jet Research, Report 3

MDC G223
MDC G3605
TRW SAS.4-3187

MDC GL161
TM-AZ 250-ACM2-TM-209

MDC GL159
TM-DSVT~-SSL-RT148

MDC GL228
TM-DSVT-SSL-R7168
MDC G3616
MDC GL120
MP 52, 2uk
Structures T™ 171

A3-250-AAA0-AT-T3-L3

A3-250-ABF5-M-T315
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February 1973

16 March 1973

12 June 1972

February 1973

February 1973

6 April 1973
September 1972
June 1972

April 1973

28 February 1973

April 1973

March 1973

March 1973

2l April 1973

13 July 1973

12 July 1973
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10.6 MISCELLANEOUS REPORTS

DOCUMENT
DAC-56695B
MDC GO384B
MDC G3069
DAC-56T59
DAC 56698A
MDC G2423A
N/A
MDC G30T7

MDC G3820

N/A

DAC-5662CC

SA-003-001-2H
SA-003-002-2H

DATE OF ISSUE
March, 1970

September, 197
November, 1972
December, 1969
January, 1971
November, 1971
November, 1972
24 May 1972

12 August 1972

September, 197

May, 1971

MSFC Document

2

2
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TITLE
Man/System Integration Plan
Contamination Control Plan
OWS Checkout Report
Safety System Program Plan
Production Plan
OWS Backup Implementation Plan
Microbial Test Sample Report
2

ows C F2 Stowage Configuration

OWS Delta C2F2 Stowage
Configuration

SAS-SA23 Vent Door Module Flow
Test

Acoustic Shock and Vibration
Test Criteria

Skylab System Safety Check,
Input
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APPROVAL
MSFC SKYLAB ORBITAL WORKSHOP
FINAL TECHNICAL REPOIT
Orbital Workshop Project

The information in this report has been reviewed for security
classification. Review of any information concerning Department
of Defense or Atomic Energy Commission programs has been made
by the MSFC Security Classification Officer. This report, in its

entirety, has been determined to be unclassified.

This document has also been reviewed and approved for
technical accuracy.

e LT S

William K. Simmons, Jr.
Manager, Orbital Workshop Project
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Rein Ise
Manager, Skylab Program




